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* Notations :

1. Minuscules latines :

b : distance entre les batiments le long du trajetignal
c : vitesse de la lumiere
d : distance entre émetteur et récepteur

d, : distance entre émetteur et un point P de I'stlide de Fresnel
, . distance entre récepteur et un point P dep'sflide de Fresnel

. distance entre émetteur et le point de réflexiefionde

o O o
-

, . distance entre récepteur et le point de réflexie I'onde
€0, - EITEUr moyenne

e,m: Erreur moyenne quadratique

f: frequence

f, : fréquence géométrique du signal

h, : hauteur de I'emetteur
h., : hauteur du mobile

hgrs: hauteur effective (en metre) de I'antenne dedtas de base

h,s : hauteur effective (en métre) de I'antenne du meobi

h,, : altitude du pied de I'antenne d’émission mesurée par rapport au niveau de la mer.

h,,,: altitude du pied de I'antenne mobile mesuréergpport au niveau de la mer

k : constante de Boltzmann

n: coefficient de propagation

ng.: I"affaiblissement pour des mesures faites dansime étage
r : rayon de l'ellipsoide de Fresnel

w : largeur de la rue en métre

Vi



2. Majuscules latines :

A : Aire équivalente de I"antenne

Lp, : affaiblissement en fonction de la distance dladecquence
Lp,, : affaiblissement de diffraction

L, : atténuation dans le milieu de propagation adguence f
Ag, : surface effective de 'antenne de réception

B : puissance du bruit

B, : valeur de radiosité
D(8,4): distribution angulaire

F: facteur de bruit

G,.: Gain d"antenne

Gg, : gain de I'antenne de réception

G, : gain de 'antenne d’émission

G rea - 0ain généré par I'environnement dans lequeyséesne opere
G(hgrs) : gain de 'antenne de la station de base

G(hys): gain de I'antenne du mobile

G, : gain di aux reflexions multiples

Hetr : hauteur effective d’antenne d’émission
Hmest : hauteur effective d’antenne d’émission vue dibieo

H, : facteur de correction de la hauteur de I'anteshmeeception
H, : facteur de correction de la hauteur effectivantenne

| : intensité de I'onde
K : rendement du code utilisé

K, : coefficient correctif
Ky, : nombre de murs pénétrés de type
K,, : facteur de correction des irrégularités du terra

K, : facteur de correction fine des irrégularités etuain
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K,,: facteur de correction de l'inclinaison du terrain

K,.: facteur de correction pour les trajets maritimes

K pen: Facteur de correction pour les zones degagees

K., : facteur de correction prenant en compte une arépeafil

K.: facteur de correction prenant en compte plusied@tes le long du profil
Lp.: perte de propagation dans I'espace libre

Lp;y : perte a I'émission

Lp: perte dans I'espace libre ou perte de propagation

Lp,, : pertes diverses

Lpgy: perte a la réception

Lp,,: valeur médiane de la perte de propagation

Lp,: représente la perte en espace libre

Lp,,: affaiblissement di aux obstacles

Lp,.: diffraction du sommet de 'immeuble jusqu’en bas

Lp,.: perte di a la diffraction

Lpya. : Valeur accumulée lors du parcours directemetred” émetteur et le récepteur
Lp,, ;: atténuation causee paril@® mur lors du parcours direct

M : taille de la constellation
N : co-indice de réfraction

N, : densité spectrale monolatérale de puissance
P, 1 puissance émise.

P:, :puissance recue

R, : rayon équivalent de la terre

R, :rayon réel de la terre

R,, : facteur de divergence

S : densité de puissance

T, : température equivalente du bruit capté par liamee
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T, : température du récepteur

T.: période moyenne de répétition des impulsions

3. Minuscules grecques :

a : angle entre le rayon réfléchie et le sol

g, : le symbole de Kronecker

A : Longueur d’onde
p : critére de rugosité de Rayleigh

Xo,, : 12 variable aléatoire associéesadowing

4. Majuscules grecques :

A : différence de trajet entre I'onde directe ehtle réfléchie
@ angle d’incidence relative a la direction deua avec la liaison Emetteur - Récepteur

X, : une variable aléatoire qui suit une loi normadenmbyenne nulle et d"écart type

5. Abréviations :

ARFCN : Absolute Radio-Frequency Channel Number
GPS : Global Position System

BTS : Base Transceiver Station

BW : Band Width (largeur de bande)

BCH: Broadcast Channel

BCCH : Broadcast Control Channel

CCCH: Common Control Channel

CCIR : Comité Consultatif International pour laiad
CDMA : Code Division Multiple Access

DCCH : Dedicated Control Channel

FAF: facteur d affaiblissement des planchers multiples

FCCH : Frequency Correction Channel



GSM : Global System for Mobile Communication
IEEE : Institute of Electrical and Electronics Emggrs
dB : décibel

LOS : Linne Of Sight

LAI : Location Area ldentity

NLOS : None Line Of Sight

NTT : Nippon Telegraph and Telephone

PIRE : Puissance Isotrope Rayonnée Equivalente
PL : path loss

TC : terme correctif

SCH : Synchronization Channel

SNR: rapport signal a bruit

SPM : Standard Propagation Model

VHF : Very High Frequency

UHF : Ultra High Frequency

UIT : Union Internationale des Télécommunications

UMTS : Universal Mobile Telecommunications System



* INTRODUCTION GENERALE

Des le début des années 90, le réseau radio negiilgasse de la phase d’expérimentation et de
théorie a la phase de déploiement et d’exploitatituellement, le nombre des utilisateurs du
réseau radio mobile ne cesse d’augmenter chaqueAjaause de cette augmentation rapide de la
demande, les opérateurs de télécommunicationosgeemmt devant un grand défit. En effet, les
opérateurs sont appelés a augmenter la capadig@ideréseaux d’une part et a assurer une qualité
de service satisfaisante de l'autre. Ce compromise réalise qu'a l'aide d’'une planification
optimale qui nécessite a son tour une modélisaiiégise de I'environnement et une prédiction
exacte de la puissance du signal.

Le but des modéles de propagation est d’aiderdedces opérationnels a déployer ou a faire
évoluer un réseau de télécommunications radion®laie limitant le nombre de campagnes de
mesures. Pour un nouveau site de station de bagérdteur a besoin de connaitre la zone
couverte utile, zone pour laquelle le champ reguymamobile sera suffisant pour assurer une
liaison de bonne qualité et la zone brouillée, daguelle le champ issu de I'ensemble des autres
stations de base risque de perturber la liaisoabeence de modeles de propagation, I'opérateur
devra effectuer des campagnes de mesures pourels#tquinstallé, voire méme apres chaque
ajustement des caractéristiques de la station sk2 hln modéle de propagation performant permet
de limiter le nombre de campagnes de mesures alem’ajustement du modele et de validation
générale du réseau déploye.

L’objet de ce mémoire intitulé "Modeles de propamatradio en réseaux cellulaires: Modele
standard de propagation" est d’étudier les diffesremodeles de propagations existant ainsi que le
modéle standard de propagation, puis on va esd&@gaapter ces modeles avec la réalité du centre
ville d’Antananarivo en les calibrant avec des dm®obtenues par des mesures réelles. Pour
cela, notre mémoire se divise en quatre grandstebsap

Dans le premier chapitre, nous allons étudier pagation radioélectrique en évoquant surtout
les mécanismes d’évolutions de I'onde comme laxéh et la diffraction. On parlera aussi de la
perte de propagation et du bilan de liaison poampére de calculer la puissance recue au niveau
du récepteur.

Au second chapitre, nous allons présenter lesrdiifé modeles de propagation qui peuvent étre
divisés en modéles empiriques et modeles détertmises modeles empiriques lui-méme se

subdivisent en deux catégories, le modelElooret le modélendoor.



Pour le chapitre trois, notre étude sera focal@séele modele standard de propagation, modele
censé prendre en compte tout type de situatiaertlgénéralement de modele de référence et peut
étre utilisé pour faire un pré-dimensionnement égeau. On évoquera aussi des parametres et
facteurs de corrections du modéle.

Dans le quatrieme et dernier chapitre, qui estaldigo simulation, nous allons calibrer quelques
modeles empiriques de propagations spécialementilezu outdooravec des mesures réelle de
signal recus par un mobile avec des stations de lgas se situent dans le centre ville

d’Antananarivo.



CHAPITRE 1
PROPAGATION RADIOELECTRIQUE

L’environnement de propagation des ondes radioresbédst trés complexe et présente des
obstacles de nature diverse provoquant la periorbate la liaison entre émetteur-récepteur
mobile et émetteur-récepteur fixe (BTS : Base Teaiver Station). Les phénomenes rencontrés
sont la réflexion sur des obstacles plans, difioacet la réfraction. Ainsi, le récepteur recoit en
réalité un ensemble d’ondes réfléchies et diffexté

L’évolution instantanée de I'environnement di apldéement des véhicules et des personnes
entraine la variation temporelle du canal radio,qoe rend plus difficile la prédiction de la

puissance recue par un récepteur en une posigondgterminée.

1.1 Concept cellulaire
Un réseau cellulaire divise la zone a couvrir, géleénent un pays entier, en petites zones
appelées cellules. Chacune des cellules est desganvune station de base (BTS) qui recoit une

partie des fréquences disponibles

Drews cellules utihzant les
mémes fi-druences

motif de 7 fréqueces

Figure 1.01: Exemple théorique de couverture cellulaire.

C’est avec cette station de base que communiqaastlés téléphones mobiles actifs se trouvant
dans la cellule concernée. Puisque deux commuoitatiadio utilisant la méme fréquence
interférent 'une avec l'autre lorsqu’on se troevere les deux émetteurs, ce qui met en évidence

que les mémes fréquences ne peuvent étre utilie@eteux stations de base voisines.



1.2 Concept de réseau multicouche
Pour palier la manque de la capacité du réseae audiexplosion du nombre élevé des abonnées
qui ne cesse d'un jour & un autre de croitre, fEraieurs ont recours a différentes tailles de

cellules : les macro-cellules, les micro-cellulekes pico-cellules [1]

pico-cellules
macro-celules

mmicro-celliles

Figure 1.02: Exemple théorique de couverture cellulaire.

Les macro-cellules sont les plus courantes, resbes de la couverture du réseau. Leur zone
d’action s’étend jusqu’a 30 km selon les obstaokegontrées. Les antennes des stations de base
sont généralement montées sur un mat lui-mémeipafigé sur le toit d’'un haut batiment pour
atteindre une hauteur moyenne de 30 meétres.

Les micro-cellules couvrent quelques rues d’'unreentlle, une station de métro, ... ayant une
portée maximale de 500 m, les antennes des statierisase sont accrochées aux murs des
maisons, a quelques metres a peine du sol. Uneofmétiule est définie comme une surface
délimitée par des immeubles dont les hauteurssgérieures a celle de I'antenne émettrice. Les
ondes transmises sont principalement guidées lg t®s immeubles et non plus par-dessus
comme dans le cas des macro-cellules, on parls déox propagation guidée ».

Par ailleurs, les pico-cellules couvrent un étage drand batiment ou d’'un centre commercial et
ayant une portée maximale de 100 m, les antenmépkwées au plafond ou fixées sur un mur a
'instar d'un détecteur de fumée. De ce fait, cetbehnique tient en considération des
performances de la couverture et de la continwitéédeau a l'intérieur des batiments. Ce qui nous
permet d’avoir une bonne qualité de service adieur des batiments surtout celles existant dans
des endroits urbains denses : casiduSpot(c'est-a-dire les zones ou se trouve une concemtrat
en demande de ressources par les abonnés)baatkspot(ou il existe un probleme de trou de

couverture).



Le choix de cette solution citée est di aux carestigues de cet environnemdntdoor, tel qu'il
présente une marge d’affaiblissement du signabr&diplus critique (entre 3 a 30 dB) avec la
présence de divers problemes d’interférence.

Cette stratégie de densification nécessite d’adapte planification cellulaire tres fine vu les
problemes de gestion d’interférence entre les amaiau réseau qu’on peut rencontrer lors de

I'ajout de cette couche pico-cellulaire.

1.3 Notions de propagation

La propagation des ondes électromagnétiques eist pag les équations de Maxwell. Celles ci
permettent de formaliser I'évolution d’une ondec&lemagnétique se propageant dans n’'importe
quel environnement, si complexe soit-il, sous fordiéquations. Cependant, la difficulté de
résolutions de ces équations augmente avec la eaitéptle I'environnement. On est alors amené
a proposer des hypothéses simplificatrices permtedia traiter le probléme de fagon relativement

simple.

1.3.1 Modele en espace libre
Considérons I'environnement le plus simple qui,aoie source isotrope rayonnante dans le vide.

Le champ rayonné par cette source a une distapoend la forme [2]:
u(d, t)=% led-t) (1.1)

avec :
k : vecteur d’'onde
w : pulsation de I'onde

A : Amplitude du champ rayonné

En un point de I'espace, a une distance d de lecsplintensité de I'onde est égale par :

2

A

d

c

== (1.2)

avec c est la vitesse de la lumiére

En se propageant, I'énergie rayonnée va s'étendegiatement a la surface d'une sphere

(I'intensité est proportionnelleglz).



On en déduit I'affaiblissement de propagation d'wrele en espace libre en fonction de la

distance et de la fréquence [2]:
Lp, :20|og(4—" .f.dj: 20lod g+ 20lo§ ¥- 27, (dB) (1.3)
c

Tout se passe comme si, I'énergie transmise deett®uwr au récepteur s’était propagee le long

d’un rayon (droite joignant 'émetteur au récepjeamr subissant un affaiblissemery, .

Pour établir une liaison radiomobile, on considi#ge antennes d’émission et de réception placées
a la surface de la terre. Différents types d’obetacviendront perturber le mécanisme de
propagation en espace libre présenté ci-dessus.
Quand une onde rencontre un obstacle, on distingiiecipalement quatre mécanismes
d’évolution de I'onde :

» réflexion sur I'obstacle,

» diffraction sur I'obstacle,

* transmission et absorption a travers I'obstacle

« et diffusion par I'obstacle.
Les mécanismes principaux a prendre en comptedépendre de la géométrie et des propriétés
diélectriques de I'obstacle.

1.3.2 Réflexion
1.3.2.1. Modéle de terre plate - Réflexion swsde
La terre constitue un premier obstacle pour leesrénises. Dans ce cas, la réflexion constitue le
mécanisme a considérer. Une facon simple de medétisréflexion sur la terre consiste en une
approche a deux rayons. On considere un premienrpgur la propagation en espace libre et un
second rayon représentant I'énergie arrivant agptécr apres avoir été réfléchie par la terre.
Ces deux rayons vont s’interférer, c’est a dire Kgmergie recue par le récepteur ne sera pas la
somme des énergies recues : elle dépendra defésedide de phase entre les deux rayons. En
utilisant les notations de la figure 1.03 [2]:

Lp, :20|og[4—’T .f.dj— 20I0g{ r— 9 gl g (1.4)

c d +d,

ou R est le coefficient de réflexion sur le sol pountie a ( R>0).
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Figure 1.03: réflexion sur le sol

Dans le cas des liaisons mobiles,sera en général faiblR(=1 et d = d, + d,).

On en déduit I'affaiblissement de propagation pamumodeéle de " terre plate " en fonction de la

distance d, de la frequen€et des hauteurs d’antennes émetteuet mobileh, [2]:

Lp, = 20Iog(4?n .f.dj— 10Io{ 2 200(54—:% h th (dB) (1.5)

On peut ainsi voir qu’a une longue distance, lidlfasement est proportionnel zﬁ).log(a) et

non plus20.log( d comme pour 'espace libre.

Lorsque h, et h deviennent grands (non négligeables dedanke rapport et le

1 2
coefficient de réflexiorR diminuent. Le second terme de I'équation (1.4) eetvhégligeable ; on

retrouve alors I'expression de I'espace libre.

1.3.2.2. Ellipsoide et zone de Fresnel

Il n'est pas nécessaire de considérer tous leadbstde I'univers pour prédire le champ en un
point. Du fait de l'affaiblissement de propagatibé & la distance, l'influence des obstacles
lointains sera en général négligeable. Pour simaplifinalyse d’une liaison entre deux points, on
décompose l'espace en une famille d’ellipsoides ddit Fresnel. Un point P appartient a

I'ellipsoide n si I'inégalité suivante est rempl&:

EP+ PM< E|v|+”—2)‘ (1.6)

ou E et M représentent les deux extrémités de la liaison.
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Rayon direct

Figure 1.04 ellipsoide de Fresnel.

Le premier ellipsoide défini la zone de Fresnel.

On considére gu’'une liaison est dégagée lorsquiawhstacle n’est présent dans la zone de
Fresnel.

Le rayon de I'ellipsoide est défini en tout poiat [3]:

- 25 ar
d, +d,

1.3.2.3. Rayon terrestre équivalent

Dans I'atmosphere, la propagation va subir lesatians de l'indice de réfraction de l'air. Cet
indice de réfraction dépend de la pression, dergérature et de I'humidité a petite échelle, les
variations sont trés difficile a prédire parce dwes irrégulieres et conduisent a des effets
relativement limités dans les bandes de fréquente  UHF. A grande échelle, les variations a
prendre en compte sont liées a la décroissanca ples$sion atmosphérique avec I'altitude et sont
stables dans le temps. Elles se traduisent pamouification du rayon terrestre apparent. Du
point de vue de I'onde, tout se passe comme silerrterrestre était [2]:

RT

e~ dN

R - r
1+="R,;.10°
dh

(1.8)

ou :

R,: rayon équivalent de la terre,



R;: rayon réel de la terre = 6370 km,

z—lr\:: gradient du co-indice de réfraction.

Pour une atmosphere normale (zones tempér%%ls;:, -39, 27km*

ce qui correspond a un rayon équivalent de 8500 dait, approximativement 4/3 du rayon
terrestre réel.

On peut remarquer que cette modification du rayemestre n’aura que peu d’incidence sur
I'affaiblissement en espace libre. Par contre etlera changer de facon notable I'affaiblissement

de diffraction pour des liaisons a longues distance

1.3.2.4. Modele de terre sphérique - Réflexionesol
La prise en compte de la réflexion sur le sol darsas d’'un modéle de terre sphérique est un peu
plus compliquée que dans le cas d’'une terre pllafaut commencer par déterminer le point de

réflexion (toujours défini par I'égalité des angiesident et réfléchi) [2]:

Figure 1.05: réflexion sur une terre sphérig



d, :g(1+ b) (1.9)
d
d, =5(1- b) (1.10)
e b= m+1co E+—1 arcc sgj 3m

3m 3 3 2\ (m+1)° (1.11)

et :(he_hm)
() -

d2
m=s— — (1.13)

4R, (h,+ h,)
Du fait de la courbure de la surface réfléchissalgecalcul du coefficient de réflexion fait
intervenir un facteur de divergence :
1- m(1+ bz) .
1+ m(1— 36) '

(1.14)

Rdiv

Il ne reste plus qu’a introduire ces parametres daformule (1.4).
Cette approche du probleme n’est valable que rsiylen direct n’est pas obstrué (c’est a dire que
la droite EM ne croise pas la surface de la ted&)s ce cas il est nécessaire de faire interuenir

mécanisme de diffraction.

1.3.2.5. Modele de terre rugueuse - Effet de lasii§

Dans les paragraphes précédents nous avons sugpes@ surface de la terre constituait un
réflecteur parfaitement lisse. La rugosité effextde cette surface va diminuer le coefficient de
réflexion. Seuls les éléments dont la dimensionsapgrieure a la longueur d’onde auront une
influence. Pour les caractériser, on introduit amameétreAh : écart type de la distribution des
hauteurs des irrégularités dans la zone de réfiexim modele simple de prise en compte de la

rugosité de la terre consiste a multiplier le degfht de réflexionR, par la quantitép définie

par [2]:
p= exp[- 8t (AhS'Tn(G)} J (1.15)

Ce parametre est défini comme le critere de rugak&tRayleigh.
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En introduisant ce parametre dans I'équation (bd)pbtient une formulation de I'affaiblissement

de propagation pour un "modéle de terre rugueulsels le cas d’une liaison en visibilité :

Lp0=20|og[4%T .f.dj—lOIo{ ¥*(p R)- 2 R cc{szcj AD (dB) (1.16)

ou A représente la différence de trajet entre I'ondeatié et I'onde réfléchie.

1.3.3 Diffraction

1.3.3.1. Diffraction sur la terre

Lorsqu’un obstacle obstrue le rayon direct, les @esl proposés précédemment ne s’appliquent
plus (la réflexion n'a plus de sens). On montreecelant qu'une part de I'énergie est recue
derriere I'obstacle, c’est le mécanisme de la adfion de I'onde sur I'obstacle. Suivant la forme
et la taille de I'obstacle, on utilise deux fornsaties de modélisation différents. Commencgons par
des obstacles arrondis de grande dimension (tg@&isure a la longueur d’'onde), et par le plus
gros d’entre eux : la terre. Pour des liaisonsngues distances, le trajet direct peut étre obstrué
par la surface de la terre. On défini comme zonédiffeaction sphérique la zone d’'ombre de la
terre vue de I'émetteur. Dans cette zone les lmissont dites transhorizon. Pour modéliser
I'affaiblissement de propagation de ces liaisons, wilise un modele de terre sphérique
parfaitement lisse et la série des résidus de Beambine formulation approchée (au premier

ordre) de I'affaiblissement résultant se met sausime [2]:
4
Lp, = 20|og(T” .f.dj—( X+ Y)+ G Y,) (@B (1.17)

avecF(X)=11+10log( X) - 17,6 (dB)

terme d’influence de la distance (expression agpgrewalable pour X>1)

ou :

X =B[AQZTd (1.18)

B est un terme correctif, toujours égal a 1 en jadon horizontale et variant entre 0.47 et 1 en

polarisation verticale (ce terme dépend des caiatitfies diélectriqgues du sol, du rayon de
I'obstacle et de la longueur d’'onde).

11



Zone de diffraction sphérique

Horizon

Zonede visibilité
Terre

Figure 1.0€: Zone de diffraction sphériqt

Pour prendre en compte les irrégularités de laasarferrestre, une solution consiste a remplacer

les hauteurs d’antenné.et h. dans I'expression der.et Y par des hauteurs d'antenne

effectives.

17.6( Y - 1])% - 5lod Y- 1.)- 8 pour Y, > 2
20log( Y, + 0.1Y°) pour 10K< Y < 2 (1.19)

e= K ovy<iok (@B)
ZOlog( K) + 9|0{%j { |ogo(%j+ ﬂ pour 10< (<

our Y <5
2+ 20log( K) P '=10
terme de gain de hauteur d’antenne
ou :
1
3
Y. =2[3[)\Z[; } h, (1.20)
avec :

i=eoum

K est le facteur normalisé d’admittance de surface
1.3.3.2. Diffraction sur une aréte

Selon la théorie de Fresnel, I'affaiblissement diérasttion par une arréte a pour expression

approchée (1.21) (avec les notations de la figud@é)12]:

12
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Figure 1.07: diffraction par une arrét

h : hauteur de I'aréte par rapport a la droiterjaigt 'émetteur au récepteur.

Convention de signe : sur la figuteet 8 sont positifs.

Lpgx =—20log
avecv =[hcosd) ;(di +d—1]
1 2

Cette expression n’est valable que pduk 12°

—j ex;{ j—fj } (dB)

En pratique, on utilise souvent I'expression appéacproposée par Deygout [2]

Lpgs =0 si?<—0.5
Lpgy = 6+£h Si —0.5sh< 0.5
r r
Lp g —8+8—h Si O.SSD <1
r r
Lpgy =16+ 20Io{?j Si ?21
avec :
(= Add,
d, +d,

rayon de l'ellipsoide de Fresnel
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1.3.3.3. Diffraction par plusieurs obstacles
Le calcul rigoureux de la diffraction par plusiearg€tes est en général trés lourd voir impossible.

Un grand nombre de méthodes de calcul approchdeétérproposées.

a. Méthode de Vogler

Une des méthodes les plus rigoureuses a été pmpasé&/ogler [4].

En posant :
1
o :[ Milime T (1.24)
(o + Tes) (T 2+ T )
et:
1
ikr_r 2
- e m-m+1 125
b=, | 125
L’atténuation du champ par rapport a la propagatioespace libre s’exprime par:
1 2\ N
Lp =—C, ™ (—j . exq 2 .ex%—( 5()} X ... 1.26
7O\ 5) [ et 2) 2 K|| dx..ax (1.26)
avec :
N-1
F=2 00 (X =Ba) (X s Bim ) N2 (1.27)
m=1
o 2
oy =D B (1.28)
m=1
et:
2 (1.29)
2 .
C, :{ O A } N> 2
(r+0,) . (r+ )
N+1
=X (1.30)
m=1

En développant en série de puissances le t&meet en utilisant les fonctions intégrales de la

fonction d’erreur :

I(nB) ﬁ%f (x=B)" e dx (1.31)
’ B

on obtient : (1.32)

14



avec :

(1.33)

rn rn—1 N
Figure 1.08: diffraction multiple.

Cette méthode est précise mais demande beaucogmgs tle calcul. Elle ne peut étre utilisée
pour I'ingénierie d’'un réseau mais elle peut sede@iMméthode de référence.

b. Méthode de Deygout

Le principe de cette méthode est simple et a éielogpé pour I'estimation rapide de
I'affaiblissement de diffraction pour établir dégisons hertziennes dans les bandes UHF et VHF.
Le calcul de la diffraction est basé sur I'expressapprochée de Fresnel (1.21).

C’est une méthode de calcul itérative. Considérongpnafil de diffraction quelconque sur la
figure 1.09. On identifie le pid®, présentant I'affaiblissement de diffraction maxmmichaque

pic étant considéré individuellement) pour unesbai entre I'émetteur (E) et le récepteur (M).
Lp,«, €St I'affaiblissement correspondant a ce pic, daleavec la formule approchée de Fresnel
(1.21).De part et d’autre de ce pk;, on réitere I'opération pour une liaison entret BBeet entre

P, et M. On identifie ainsP, et P, ainsi que les affaiblissements de diffractiop,, et Lp -

On considére ensuite les liaisons £®-P1, Pi-P; et B-M. On détermine ainsifPs, Ps et P et

15



les affaiblissements de diffractidtp,, LPygs. LPyre €1 LP4y; COrrespondant. On réitére cette

opération jusqu’a ce que l'affaiblissement de ditfion de tous les pics du profil ait été calculé.

On en déduit ensuite 'affaiblissement de diffranttotal en sommant les différents termes [2]:

LPgr = Z L Pyt (1.34)
LPairr1
[ : [
E Fi M
LP i 2 /,/"/ \\\\\ LPgir
T} T,
E R R R M
LFldiffl
Lpdifjg,/"' \‘\\l\‘pdiffS
Lpdifiz’,,—"/ \"\\I\‘pdifm
Lpdifffs"// \\\!—J?difn
=®R R R R R R B M

Figure 1.09 Construction pas a pas du profil de diffraction étode Deygout

Cette méthode surestime l'affaiblissement de diffoaclorsque des pics voisins sont également
engagés dans la liaison. En s’inspirant des trawmuMillington, Deygout introduit ensuite un
terme correctif. Lors du calcul pas a pas, a cha&dae, on considére les couples de pic identifiés
(P, P, et B, P; a I'étape 2 du cas). Pour chacun de ces couptesaltul le terme correctif
suivant :
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2p
2 q
12— 20log,| —— ||| =
TC= { Ogo(l-élnmp} ,0<qgsp (1.35)

0,g<s0oup= 0

_h _h, _ [Mdy(d,+d,) _ [M(d+d)d
P TR g, T drarg

p est relatif au pic principal et g au pic secoreai

avec .

La prise en compte de ce terme correctif s’averggodierement importante lorsque les arétes du
profil de diffraction sont de hauteurs voisinedagsque la distance entre pics du profil devient

faible.

LPgitr1

m
o

E M

d, d, d;

A
\4
A

Figure 1.1Q Calcul du terme correctif.

Pour la figure 1.09, I'affaiblissement de diffractiavec la méthode de Deygout prend la forme :
Lpdiff = Lpdiffl +Lpdiff2 +TQ—2 + I‘pdiff3 +TQ—3 + I'njiff4 + Tg—4 + Lp:IiffS + TQ—5+ LFEIiffG + TQ—6+ Lpiifﬂ + TQ—?
(1.36)
Cette méthode est bien adaptée aux profils prédeptan de pics de diffraction obstruant la
liaison (<5) et espacés de fagcon réguliére. En environnentdainy lorsque le mobile est dans
une rue encaissée, il est nécessaire de corrigiaiblissement de diffraction calculé entre le
dernier immeuble et le mobile (en généat>12°). Elle est applicable dans les bandes UHF et
VHF.
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c. Méthode d’Epstein-Peterson

Comme pour la méthode de Deygout, le principe die ceéthode est simple et a été développé
pour I'estimation rapide de l'affaiblissement ddfrdiction pour établir des liaisons hertziennes
dans les bandes UHF et VHF. Le calcul de la diffomcest en général basé sur I'expression
approchée de Fresnel (1.21).

Considérons le profil de diffraction de la figurd.ll.Les pics a considérer sont identifiés par la
méthode de ‘la corde tendue ‘: on tend une cordee digmetteur et le récepteur, les pics de
diffraction sont identifiés par les ruptures de tpede la corde. L’affaiblissement de diffraction

Lpg«; correspondant au pic i est estimé a l'aide deranfile de Fresnel appliquée en considérant

que I'on a une liaison entre le pic i-1 et le pid iobstruée par le pic i. Ainsi, sur la figure 1.11

Lp,«, €st calculé en considérant une liaison entre k.eC&tte opération est ensuite répétée pour
les pics suivantsl(p,,, est calculé entre;Ret B), jusqu’au récepteur M.

On notera que cette méthode ne considéere quedssigidiffraction obstruant la liaison. Souvent,
un calcul complémentaire, prenant en compte les ge diffraction n’obstruant pas la liaison
(présentant un affaiblissement de diffraction iigféer a 6 dB) est utilisé pour compléter cette
méthode (par exemple en considérant le pic deadiifsn principal entre chaque pic identifié par
la méthode de la corde tendue et en appliquaraiéiicde Fresnel pour ce pic).

Comme pour la méthode précédente, on note une dégnadle I'estimation lorsque les pics de
diffraction sont trop proches les uns des autrasdefaut, aucun terme correctif n’est défini st e
cependant conseillé d’en ajouter un lorsque laluésa spatiale du profil de diffraction
augmente.

Cette méthode est bien adaptée lorsque les basedomeees sont assez imprécises (pas
d’'information de sursol, résolution spatiale dedi® de la centaine de metres). Elle marche par
contre mal en environnement urbain, lorsque I'@pdse d’'informations précises sur les hauteurs
de batiments. Elle est applicable dans les ban##séi VHF [2].
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Figure 1.11 Construction du profil de diffraction - Méthode HEgis

d. Méthode de Bullington

19

La méthode de Bullington est une des premieres rdétha avoir été proposée pour calculer la
diffraction sur plusieurs arétes. Elle est tréespdémle principe est de remplacer I'ensemble des
arétes engagées dans la premiere zone de Fresnatg@aeule aréte équivalente, sur laquelle le
calcul de Fresnel sera effectué. L'aréte équiveledt déterminée en tracant la droite partant
d’'une des extrémités de la liaison et tangentepadmiére aréte déterminée par la méthode de la

corde tendue, de la méme maniére on trace la dpaitnt de l'autre extrémité de la liaison.



L’aréte équivalente considérée est définie patdisection des deux droites précédentes (figure
1.12) [4].

-
-
-
-
-
-
-
Iz \I
<
<«

i P v
d, d,
Figure 1.12 Construction du profil de diffraction- Méthode dellhgton.

v
A

L’affaiblissement de diffraction sur cette arétd ealculé par la méthode de Fresnel. Cette
méthode n’est valable que sur des données tresigres avec une distance de dégagement de
I'émetteur et du récepteur assez importante. Eieea général tres pessimiste (elle surestime

I'affaiblissement).

1.4 Perte de propagation (Path Loss)

La perte de propagation est une mesure de l'atté@mumoyenne subite par un signal transmis
lorsqu'il arrive au récepteur, apres avoir travelsécanal de propagation. Les pertes de
propagation représentent un élément essentielldn e liaison. Elles permettent d’introduire la

portée du dispositif (distance entre les deux noenadsmunicants) dans le calcul de la puissance
recue. Les pertes de propagation(Path Los$ sont définies simplement comme le rapport entre

la puissance transmise et la puissance recgue [6]:

(1.37)

P, 1 puissance émise.

P., : puissance regue
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Et en décibel, Les pertes de propagation sonireges par [7]:

P
Lp =10 Iog( PTX } (1.38)

Rx

1.4.1 Espace libre
Dans le cas idéal de la propagation d'un trajetjumien espace libre, la densité de puissance

rayonnée S a une distance d se propage sur unesfEhsurfacelnd’, et s'exprime comme [8]:

5= Cn (1.39)

41’

avecG; le gain de I'antenne.

La puissance captée par I'antenne de réceptide esbduit de la densité de puissance rayonnée S

et de l'ouverture (ou surface effectiva), de I'antenne de réception, qui a pour expression :

A, = CCe, 1.40
Ry — 4-“1:92 ( . )
ou :
c=3.10 m.3 : la vitesse de propagation
fy =\ mnf max - fréquence géométrique du signal.
La perte de propagation en espace libre, peutétcelée par I'expression [8]:
4amd)’ 2 1
Lp= ( ) &= (1.41)
G, Gg, ¢ R
Ainsi, selon les expressions dg, etS, la puissance recue peut s'écrire comme :
G, G, ¢
P, =A, S= R (1.42)

X X X 22
(4md) f
Cette relation est bien connue comme la loi de .Friis

Cette relation peut étre source d’ambiguité carfaiteapparaitre que la puissance regue décroit

en—, rendant ainsi la perte de propagation dépendémtia fréquence du signal. En réalité, la
f
g

perte de propagation est uniquement due au faitlgymiissance rayonnée est répartie sur la

surface de la sphére sur laquelle se propage I'éledtromagnétique (surface croissantéh Le
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terme dépendant de la fréquence est uniquementfenqei varie en fonction du choix des

antennes (gain ou ouverture constants). Il est doneenable d’adapter la formule de Friis par :

P.(f)G; (f)Gg (f)C

P, (f)= 1.43
Ry ( ) (4T[d)2 ( )
Dans ce sens, la perte de puissance est souveithégpromme une fonction de la distance [9]:
_ d
Lde - LpOdB + 20|Oglo d_ (1-44)
0

aveclp,,; la perte de puissance a une distadgétypiqguement 1m), prenant en compte les effets

d’antenne susmentionnés.

(A.N. : Pour une bande comprise entre 3 et 5 GIz=8.9GHz), la perte a 1m vaut

Lp,gs = 44.2dBsi les antennes d’émission et de réception sofaipEment isotropes).

1.4.2 Environnement multitrajets

Dans un environnement réaliste, la puissance reguéa somme des contributions de tous les
trajets. Un canal peut donc étre représenté conamédlisation statistique d’'un ensemble de
trajets, dépendant de I'environnement de propaga@eci a deux conséguences majeures sur les
pertes de propagation:

- La configuration du canal (visibilité directe oon entre I'émetteur et le récepteur, nature et
densité des obstacles et des réflecteurs, . un)impact fort sur Igpath loss Ceci se traduit par

un coefficient de propagatiomet un Lp,dépendants du type de canal consideéré

- La perte de propagation est une variable aléat@ilatant que pour une méme distance et un
méme type d’environnement, deux réalisations delcaiauront pas nécessairement la méme
perte de propagation. Le terme employé pour cet efitshadowingzone d’ombre).

Ainsi, le path losspeut étre écrit comme dans (1.45), avec une caiio déterministe fonction

de la distance, et une partie aléatoire représelahadowing10]:

d
LPgs = LPgge +N.10 Ioglo[d_] *Xo B (1.45)

0

avecy,,; la variable aléatoire associée stimdowing n le coefficient d’atténuation, dtp, le
path lossa une distance de référemced,. Les valeurs ainsi définies sont extrémement

dépendantes du type de canal considéré, et fomt pimie intégrante du modeéle. A titre indicatif,

22



la valeur de n varie d’envirofh.5 pour les cas en visibilité directe jusqu’a présXd@our les
configurations présentant une forte non-visibilité.
L’espace libre est caractérisé par 2. Cependanth a généralement des valeurs plus grandes

pour le canal du sans fik_,, dénote une zéro-moyenne de la variable aléatoitessienne de

déviation standardo qui reflete la variation moyenne de la puissanegue qui se produit
naturellement lorsqu'un modele de perte de propgagalke ce type est utilisé. Les modeles de
propagations sont surtout basées en fonction gderta de propagation. Il est mis en rapport avec

la région de couverture de systemes mobiles.

1.5 Bilan de liaison

Pour des fins d’analyses et de conceptions, l@ litaliaison nous permet de calculer la puissance
recue au niveau du récepteur en tenant comptegdaldransmis et du milieu de propagation. A
ce stade, il est nécessaire de déterminer la maesd'émission, I'ensemble des pertes et
d’affaiblissements que va subir 'onde émise, dbsiile type et la taille des antennes d'émission

et de réception pour pouvoir effectuer la transimisavec la qualité requise.

1.5.1 Les antennes

Une antenne est un dispositif utilisé pour émedtreéecevoir des ondes électromagnétiques et tout
spécialement des ondes radioélectrigues ou hypgedr&es. En réception, I'antenne transforme
I'onde électromagnétique en courant électriquene¢raission, il fait I'opération inverse, c’'est-a-
dire, transforme le courant électrique en ondetéaagnétique. Nous notons que chaque antenne
est caractérisée essentiellement par sa directivdtiée équivalente et ses deux diagrammes de

rayonnement.

1.5.1.1. Différents types d antennes
D apres la littérature, nous remarquons qu’on plasser les antennes en trois classes :
» L antenne isotrope.
* Les antennes omnidirectionnelles.
* Les antennes directionnelles.
Par définition, une antenne isotrope n’est qu’'unter@ne théorique qui rayonne uniformément
dans toutes les directions de l'espace. Une tetenae n'a donc pas de direction de propagation

privilégiée, on dit qu'elle n'est pas directive.
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Les antennes utilisées dans la pratique, peuventsétt : des antennes omnidirectionnelles, soit
des antennes directionnelles. Ces antennes sauté&asées par leurs directivités et leurs gains de

rayonnement.

1.5.1.2. Gain d"antenne et Aire équivalente
Supposons maintenant que l'antenne est directivayehne principalement dans une direction

bien définie donnée par un azim@f et une élévationp,. Par rapport a l'antenne isotrope, la
densité de puissance dans cette direction serapitaét par un coefficientG; (Go,cl)o) qui

représente le gain de lI'antenne dans cette dinec@ie qui met en ceuvre la relation suivante entre

l'aire eéquivalente &, n'est pas obligatoirement égale a l'ouverture'atgenne mais elle est en

général proportionnelle a cette ouverture a trauarsoefficientn appelé efficacité) et le gain [8]:

Gy, _4m
AN\

r

(1.46)

G;, : Gain d"antenne.
A, : Aire equivalente de I"antenne.

A: Longueur d"onde d"émission.

G, R
La densité de puissance a une distamest egale a—>—>- 4TX dzx
T

AN

ou:

G;, : Gain d"antenne.
P, : Puissance d’émission.

d: distance entre I"émetteur et le récepteur.

Par définition, le produitG, B, est appelé PIREPuissance Isotrope Rayonnée Equivalente).

Nous rappelons que la PIREst la puissance rayonnée par rapport a une antsoinepe pour
laquelleG, = 1.
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1.5.1.3. Diagramme de rayonnement

On appelle diagramme de rayonnement, la distribuaogulaire D(G,(I)) de la densité de
puissance rayonnée en azimut et en élévationgetrale distance, par rapport aux coordonnées de
'antenne.

En effet, pour caractériser le gain de I'antenmesdme direction privilégiée, nous notons qu’une

antenne est caractérisée par deux diagramme damayent: diagramme vertical et diagramme

horizontale. Ainsi pour chaque direction définie t&acouple(e,cl)), nous pouvons déterminer la

valeur exacte du gain de I"antenne [11].

Figure 1.13 Diagramme de rayonnement d’une antenne

Ainsi, la puissancé® regue par une antenne de réception dirigée datieeletion de rayonnement

principal de I'antenne d'émission va recevoir uaetfon de la puissance rayonnée. Cette fraction
est proportionnelle a la surface de l'antenne deptéon et a son orientation par rapport a la
direction de propagation de la puissance émisestposant les antennes d'émission et de

réception parfaitement alignées, la puissance re'égeit [11]:
—_ GTX PRX GRX

I:)T 2
x (4ndj (1.47)
A

P : Puissance d’émission.
G, : Gain d"antenne d"émission.
Gg, : Gain d"antenne de réception.

d: distance entre I'émetteur et le récepteur.
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A: Longueur d"onde d"émission.
1.5.2 Bilan de liaison
Le bilan de liaison permet d’évaluer la puissanspahible au niveau du récepteur, en fonction de
la puissance envoyée par I'émetteur situé a urtardis donnée. Pour cela, il faut connaitre la
puissance fournie, les différents gains et peniéssspar le signal dans le canal de propagation et
dans le récepteur. Ce bilan permet d’obtenir laibgité requise pour le récepteur en fonction de
la portée cible, ou inversement, la portée du ri&cepen fonction de sa performance.
Entre les antennes, les ondes se propagent agtiatenosphére. Dans le cas le plus dominant, la
propagation de lI'onde de I'émetteur vers le réceptpend de plusieurs phénomeénes de
propagation. Ainsi, il est facile de calculer |dahi de liaison en tenant compte des gains des

antennes, la puissance émise et |"atténuation rdoyns.

1.5.2.1. Rapport Signal a Bruit

a. Puissance Recue

Le niveau de puissance recue peut étre calculé tidisant la définition duPath Losset
I'expression du niveau de la puissance transmise :

PRX = R’X + er - LTX L Lyt GRX - L& (1.48)

P, : puissance recue (dBm)

fins)

: puissance émise par I'émetteur (dBm)

: gain de I'antenne d’émission (dBi)

()]
S

—

1, - perte a I'émission (Feeder, connecteur, ...) (dB)

s perte dans I'espace libre ou perte de propag&tiBh

L
L, : pertes divers (dB)
G

r, - 9ain de I'antenne de réception (dBi)

L, : perte a la réception (Feeder, connecteur, ...) (dB)

b. Bruit dans le récepteur
Le bruit présent a I'entrée du récepteur provientdux sources principales : le bruit thermique,

rendant compte des mouvements aléatoires desaklectur les métallisations de I'antenne et le
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bruit capté, provenant des rayonnements paragiteis, par les astres cosmiques, la terre ou les
appareils électriques de la vie quotidienne (s@ttes+eux, grille pain, ou les moulins a café). Ce

bruit est supposé blanc, et sa densité spectratelatérale de puissanée,vaut [8]:
Ny =k(Tx +T,) (1.49)
ol k =1,38.10%° J.K* est la constante de Boltzmarif,la température du récepteur (composante

de bruit thermique) eT, la température équivalente du bruit capté patdiame. La température

totale du systeme est généralement prise a 300 dfinaht lieu a une valeur pour

N,=-173.8 dBm/H.
Une confusion est parfois faite entre la densitécsple de puissance monolatérdiget la
variance du bruit, qui vaut logiquemeyf/ 2. En effet, la puissance du bruit est répartie diams

les fréquences négatives que positives. La puissdndruit intégrée dans une bande de largeur
BW est donch, = N,.BW. [8]

DSF DSPt
N ______ -
& 0
2
f £
(a) (b)

Figure 1.14 Densités spectrales de puissance (a) bilatéra{b)ainonolatérale

Connaissant la puissance du signal recu ainsi gpeitsance du bruit, le rapport signal a bruit
SNR, en supposant un filtrage passe-bande parffaittdéée du récepteur, s’exprime alors comme
SNR:i (1.50)
N,.B
B étant la bande passante du filtre passe-band@atde du récepteur
c. Rapport Signal a bruit binaire

Dans le domaine des communications numériqguesrdhapilité d’erreur et le taux d'erreur

binaire sont souvent représentés en fonctiofegéN,, le rapport signal a bruit binair&, étant
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la puissance émise par bit, par définition, la ganee recue vaut ausi = E,.R, (R,étant le
debit binaire), et la puissance du brBjt= N, .B, soit [7]:

= B
—b =SNR—
N, R, (1.51)

Le termeB/R, est appelé gain de traitemeptdcessing gaiy c’est un moyen d’augmenter, au

niveau systeme, le rapport signal a bruit binaiesys changer le SN&I'entrée du récepteur. Le
gain de traitement est ajusté soit en augmentamatade du signal (réduction de l'efficacité
spectrale), soit en diminuant le débit en jouantlsuapport cyclique des impulsionduty cyclé

et 'ordre de la modulation, ou en rajoutant duagpel[8]:

N, log, (M) K

(1.52)

ou M représente la taille de la constellation (nmrde bits par symbole), K le rendement du code
utilisé, etT, la période moyenne de répétition des impulsions.

Les codes employés sont soit des codes classitypesdode en ligne ou en bloc) qui imposent un
décodage apres démodulation, soit des répétitiengimdpulsion transmise qui peuvent étre

sommeées (de maniére cohérente ou non) avant déatiodulAfin de ne pas laisser d’ambiguité

entre débits binaires, symboles, impulsions .e débit R, est défini comme le flux binaire

disponible aPHY - SAP, c'est-a- dire le débit utilisable par les couchestocolaires supérieures

a la couche physique lorsque la communicationtastié.

1.5.2.2. Marges
Une fois calculée la puissance recue, nous allons mtéresser aux différentes pertes qui doivent

étre prises en compte dans le bilan de liaison.

a. Small Scale Fading

Un aspect majeur a prendre en compte dans I'étedecdnaux multitrajets est l'interférence
possible entre des signaux ayant suivi des trdmts les temps d’arrivée sont trés proches (faible
différence de marche). En effet, la composante diasx trajets étant une somme en termes
d’amplitudes, I'énergie résultante n'est nécesaadrd pas la somme des énergies de chacun des
trajets. Ce phénomene, est couramment apgpeddl scale fadingTrois impulsions, chacune avec

une énergie normalisée a 1/3, interferent avecemps$ d’'arrivee relatift,_, et t,_,. L’énergie
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totale recue est représentée en fonctiom,deet 1,_,. Lorsque les trois impulsions sont a support

temporel disjoint, I'énergie totale tend vers 1EBDdEN revanche, en dehors de ces zones, les
interférences provoquent une variation sensiblééhergie totale recue : lorsque les impulsions
sont parfaitement en phase, I'’énergie atteint ardpi3 (4.7 dB) alors que certaines configurations
créent des trous dadingallant jusqu’a -12 dB.

Le small scale fadinglépend d’une part de la largeur du support temmteelimpulsions (et donc

de la largeur de bande du signal), et d’autre geta densité des trajets dans le canal. Une étude
statistique a été menée afin de caractériser lgareaprendre dans le bilan de liaison.

b. Facteur de bruit
Le facteur de bruit reflete I'ajout de bruit pas leomposants radiofréquence (RF). Il est utilisé

pour quantifier la degradation du SNR dans la ch&fe Soit N, le bruit genéré par un
quadripdle de gain @t N, =N,/G ce méme bruit ramené en entrée, et de puissBgcd.a

températurel, équivalente de bruit du quadripole est définigalle sorte queR,, = k.T..BW. Le

facteur de bruit est défini comme [7]:

__(sNR),

14 153
(SNR) T, (1.53)

out

avecT, la température équivalente de bruit dans I'anteB0@K typiquement.

Si plusieurs composants sont utilisés en cascéaléacteur de bruit peut étre calculé en utilisant
la formule de Friis qui donne la température detlémguivalente du systeme comme :

T.
T = e
Zqu (1.54)

avecG, (respectivemeri, ) le gain (respectivemetd température équivalente de bruit) iftf

quadripole G,=1).

c. Pertes d'implémentation
Les pertes d'implémentation représentent les dégats apportées au niveau systéme par le

circuit RF et les parties digitales. En effet, eéude théorique d’'un récepteur et sa réalisation
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de nombreuses imperfections dégradent sa perfoen@ss imperfections sont dues aux diverses
quantifications, a la conception, a la qualité aléechnologie utilisée, aux non-linéarités, . lle€

peuvent étre modélisées dans les chaines de siomukin de raffiner la marge nécessaire a
prendre dans le bilan de liaison. A titre inforrhdfh marge prise est de I'ordre de 5dB pour les

couches physiques proposées aux groupes de natizaditEEE 802.15.3a et 802.15.4a.

1.5.2.3. Bilan de liaison

Les différents pertes et gains étant listés, ilpestsible d’établir le bilan de liaison (Figure 9).1

On retrouve la puissance moyenne d’émission etuiaspnce du bruit qui correspondent au
rapport signal a bruit au niveau de I'émetteur pugssance d’émission est augmentée du gain de
traitement tandis que la puissance du bruit esneagge des marges nécessaires au récepteur pour
fonctionner. La différence entre ces deux niveagprdsente la marge restante pour la liaison.
Cette marge peut étre utilisée soit pour augmeitgrortée, soit pour augmenter le débit (en
diminuant le gain de traitement), c’est le comp®aebit-portée. Certains systemes permettent de

I'ajuster de maniere dynamique [8].

Gain de traitement- x-----

P. : Puissance moyen

Marges de Liaison.

IL + NF + shadowing + fadinzok____

E, /N, Requis—A—

Sensibilité duR,

N, : Seuil de bruit

Figure 1.15 Bilan de liaison

Pour conclure: les pertes de propagation du sigliai la réflexion, réfraction et la diffraction
subit par I'onde émise, représentent un élémergngiss pour établir le bilan de liaison pour la
planification radio dans le systéme de réseauxlediés.
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La propagation dans |I'espace libre reste toujaursat le plus facile a étudier, mais qui n’est pas
satisfaisant pour I"étude de la propagation das®iwironnements que ce soit@mdoorou en
Indoor. De ce fait, plusieurs modeles de propagations siilisés pour permettre de calculer les
couvertures radioélectriques des émetteurs.

Ainsi, dans le chapitre suivant, nous allons étudieanalyser les differents modéles pour la
prédiction de la puissance recue, pour les ca®udliemoretIndoor ainsi que leurs performances
dans le cas le plus réaliste dans le but de dééairégles d’ingénieries nécessaires a un tel type

de planification.
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CHAPITRE 2
LES MODELES DE PERTE DE PROPAGATION

La propagation d'un signal dans un espace libregdrés largement étudiée puisque la
puissance du signal s'atténue suivant l'inverseadé de la distance. En comparaison, la demande
en communications radio mobile était surtout cotréenen milieux urbanisés, ce qui fait que le
cas du canal radio est beaucoup plus complexe |cdoiti tenir compte non seulement de
I'affaiblissement d0 & la propagation en espaae libais également de l'affaiblissement di a la
présence d'obstacles (reliefs, batiments, murBar).conséquent, dans un canal radio-mobile, les
ondes ne vont plus se propager uniguement en litssibiirecte avec le récepteur, mais plutét
grace a des réflexions sur des obstacles plans edasrfacades de batiments, les diffractions sur
les arétes des toits ou les coins de batimentigsodiffusions provoqués par la végétation.

A cet effet, le signal recu comporte non seuleniande émise en trajet direct mais
également les contributions sur la méme fréquerc®utes les ondes réfléchies et réfractées par
I"environnement (immeubles, murs, obstacles,...@stlrare que I"émetteur et le récepteur soient
en visibilité directe, donc, le récepteur ne re¢ais souvent qu'un ensemble d ondes réfléchies
correspondant a des ‘trajets multiples’.

De ce fait, la conception et I'installation d"useé@u mobile tel que le réseau GSM, CDMA
ou UMTS nécessitent une caractérisation précise du cadi-naobile. En effet, la modélisation
du canal radio peut étre assurée par des modeld®matiques qui permettent de prédire la
variation du niveau de signal recu. Ces modeélesgdisés aussi pour nous aider a déterminer les
positions optimales des antennes et a I"analye gigalité de service.

Ainsi, nous pouvons distinguer deux grandes fasnille
- Les modéles empiriques (appelés encore modeléstigiags) sont basés sur I'analyse statistique
d'un grand nombre de mesures expérimentales diequient compte des différents paramétres
tels que la hauteur des batiments, les stationsades, le terminal mobile... tout en prenant en
considération les diverses influences de |"envieoment.
- Les modeles déterministes qui sont basés suoike$ondamentales de la physique, font appel a

des relations mathématiques complexes et qui sfficilds a utiliser.
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2.1 Modeéles empiriques
Les méthodes de prédiction de propagation utilieengénéral des formules paramétriques et se

référent a des tables de propagation établiesti gamesures effectuées sur le terrain.

2.1.1 Parametre de vallonnement
Si on dispose d'un profil de terrain précis, il psssible d'estimer le champ recu au moyen

d'approches de modélisation d'obstacles, telleseguméthodes de Deygout ou d'Epstein Peterson

[2].

A )
Altitude

N -

50 l<rr

»
>

Emetteur Distanct

Figure 2.01 Profil de terrain

On peut aussi utiliser des approches moyenneseageirdinent I'affaiblissement moyen du champ
en fonction de la distance et du vallonnement draite Pour caractériser le vallonnement d'un
terrain, on introduit un parametrAh qui est défini comme étant la différence de ladté
dépassée par 10% des points et de l'altitude dépass 90% des points. Les points considérés
sont ceux situés entre 10 et 50 km de I'émetteur.

On corrige alors l'atténuation de propagation patemme dépendant du vallonneméiitet de la

. . Ah
longueur d’onda . La correction est proportionnelle au rapp)e\%t

Pour des fréquences entre 400 MHz et 1.5 GHz,d#ficent correctif notéK , s'obtient au moyen

2
Ah Ah
Kv =7.2+ 1O|0g0(31—62)_ { |Ogo(m;j (21)
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Ce coefficient s'applique de la maniere suivante :

E = E+ K, lorsque le récepteur est sur une créte

corrigé

E = E- K, lorsque le récepteur est dans un creux

corrigé

2.1.2. Parametre d'orientation en environnement @aih
En environnement urbain il faut considérer, non pasparamétre de vallonnement, mais un
parametre lié a I'angle de la rue avec la direa®propagation.

Ce coefficient de correction, ndfg,, , est approché par la formule suivante [2]:

k,, =2,4f.10° - 1,9Iogo(ij (2.2)
20

La fréquence f est exprimée en kHz et la distanes &m. Cette formule est valable pour des

distances : 5 <d <100 km

Ce coefficient s'applique de la maniére suivante :

E = E+ K_dans le cas d'une rue parallele a I'axe de propagat

corrigé

E = E-K,dans le cas d'un rue perpendiculaire a |'axe deagtion

corrigé
Les méthodes de modélisation de propagation seezasombreuses et different essentiellement
par des jeux de coefficients et par des ensemldepagameétres. Les méthodes de prédiction
adaptée a la gamme GSM sont aujourd’hui grandentdisees pour effectuer les calculs de

prédiction de couverture des réseaux

2.1.3 Cas du milieu outdoor
Il 'y a plusieurs modéles empiriques ou statistiqo@svenables pour les macrocellules et les
microcellules pour les environnements en dehorsbééments. Nous allons étudier quelques uns

de ces modeles.
2.1.3.1. Modele d’'Okumura

Le modéle d’Okumura est surtout utilisé pour le &ledde propagation en milieu urbain.

L’expression de ce modeéle est donnée par [10]:
Lps, (dB) = Lpg+ Lp,,(f,d) = G( hgre) = G hyd = G (2.3)
p50 pF pmu ’ BTS, M AREA
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ou :
Lp.,: valeur médiane de la perte de propagation
Lp.: perte de propagation dans I'espace libre
Lp,,: atténuation dans le milieu de propagation adguence f
d: distance entre la station de base et le mobile

G(hgrs) : gain de 'antenne de la station de base

G(hys): gain de 'antenne du mobile

hgrs: hauteur effective en métre de I'antenne de laostale base
h,s : hauteur effective en metre de I'antenne du mobile

G rea - 0aiN généré par 'environnement dans lequeyséesne s’opére

Le modele d’'Okumura est considéré parmi les pluapkds et les meilleurs concernant
I'exactitude de la prédiction de la perte de pra@g pour les premiers systemes cellulaires.
C'est trés pratique et est devenu standard pourysterse de planification au Japon.
L’inconvénient majeur de ce modele est sa répomsie laux changements rapides dans le profil

de terrain.

2.1.3.2. Modele de Hata

Le modele de Hata est une formule empirique obténpartir du graphe des données de la perte
de propagation obtenue a partir du modéle d’Okumura

Ce modele donne le niveau d'atténuation en fonadiea distance émetteur récepteur pour une
série de fréquences et de hauteurs d’antennessgefiie. Ce modéle a été défini par Hata en
fonction des mesures effectuées par Okumura dansneironnements de Tokyo, il permet le
calcul de I'affaiblissement de la puissance d'@gnal traversant un canal radio.

Dans le milieu urbain, la perte, est définie comme la difference entre la puiss@mise et la
puissance recgue. Il est exprimé par [12]:

Lp, (dB) = 69,55+ 26,16Io(; )‘— 13,82 Ic(g Blps)— (aMQ)+( 449 6,55(hgTS))Iog(d) (2.4)
ou :

hgrs: hauteur en metre de I'antenne de la station de ba
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hys : hauteur en metre de I'antenne du mobile

d: distance en kilomeétre entre les antennes det@mstde base et du mobile
f . fréquence emMHz , qui varie de 15MHz a 1500MHz

a( hMS): facteur de correction pour la hauteur effectied’dntenne du mobile qui dépend

du milieu considéré et de I'aire de couverture,tdawaleur est :

e Pour une ville de petite ou moyenne taille :

a(h,s)=(1.1logf- 0.7 hs—( 1.56log% 0)§ df (2.5)

» Et pour une ville de grande taille :

a(hys) = 8.29 log1.54hs)* - 1(1 df pour f <300MHz (2.6)

a(hys)= 3.9 log11.75s)* - 4.97 df pourf =300MHz (2.7)

Dans le cas d'un utilisateur au sol, c'est-a-dwg pne hauteur de 1,5 m, le coefficiea(thS) est

tout a fait négligeable.
Une expression générale est obtenue pour le caslidw suburbain en prenant I'expression de la

perte de propagation par :

Lp,.,(dB) =Lp, - Z{Iog(zf—gﬂ -5/4 (2.8)

Pour I'aire dégagée comme le milieu rural, 'exgies de la perte de propagation est donnée par :

Lp,,, (dB) = Lp,—4,7¢ log f))" - 18,33l0§ j- 40,9 (2.9)

Ce modéle est assez convenable pour les systemeakesngtandes cellules, mais pas pour les
systémes des communications personnels qui counnentégion circulaire d'approximativement
1 km dans le rayon.

Les conditions de validité de ce modele sont réabjas dans le tableau suivant :
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Fréquences 150< f <1500 MHz

Hauteur de I'antenne d’émission 30< H, <200

Hauteur de I'antenne du mobile 1<H, <10m

Distance entre le mobile et la station de basé 1< d< 20km

1”4

Type d’environnement

Urbain (grande ville)

Urbain (ville moyenne)

Rural

Tableau 2.01: Condition de validité du modeéle de Héata.

2.1.3.3. Modéle NTT
Le modele NTT est encore un modéle purement enygrigbtenu a partir de mesures réalisées a

800 MHz. Avec ce modéle, I'expression de I'affasBiement est donnée par [2]:

Lp=146,66+ 21,36lo§ J+ 29(8 Idg)}f — 28,68 Ipg)d+ 9,17(d)’ (2.20)
Il ne s’agit pas a proprement parler d’'un modelajsnplutét d’'une nouvelle formulation de la
dépendance en distance de I'affaiblissement deagatdfon. Il ne tient pas compte de la fréquence
d’émission du signal. Cette formulation est exclesient valable pour des environnements
urbains et pour des distances comprises entre2D &m. Il est vivement déconseillé d’utiliser

cette expression pour des distances inférieurdsna, les résultats seraient aberrants.

2.1.3.4. Modéle COST231-Hata
Le modele COST 231-Hata s'applique aux fréquencewiises entre 1 500 et 2 000 MHz. En
milieu urbain, I'affaiblissemenit , exprimé en dRst donné par [10]:
Lp, =46,33+ 33,9104 )~ 13,82l0f <)~ (@ ,a)+[ 449 6,55(0g.H]| g(d)+C, (2.11)
Le paramétrea( hMS) prend les mémes valeurs ci-dessu€getprend les valeurs suivantes :

» C_=0dB pour les villes de taille moyenne et les banlieues,

m

« C_=3dBpour les grands centres métropolitains.

m
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Le modele de Hata est un modéle tres optimisteeften, il ne tient pas compte des topologies de
terrains et des phénomeénes de propagation teldaquéflexion et la diffraction causés par les
obstacles (constructions...etc.). Ce modéle restgoumi adapté uniguement a des études
théoriques.

2.1.3.5. Modéle Walfisch-lkegami

a. Condition de validité du modele

Le groupe de recherche européen COST231 utilisemaadéle combinant les approches
empiriques et déterministes pour calculer les pedte propagation en milieu urbain. Ce modéle
prend en compte la perte de propagation en esjmeglh perte par diffraction et la perte enti® le
toits des batiments voisins. Il permet d’estimeffiiblissement de parcours en fonction de
multiples parametres tel que la largeur des raelengueur et la hauteur des immeubles, ainsi que
I'angle de la rue par rapport au trajet direcsdlbase principalement sur les modéles de Walfich
et Bertoni ainsi que d’lkegami [13].

Les conditions de validité de ce modele sont réabigs dans ce tableau

Fréquences 150<f<1500 MH:
Hauteur de I'antenne d’émission 30<h, <200 n
Hauteur de I'antenne du mobile 1<h,, <10mr

Distance entre le mobile et la station de basé 1<d<20knr

A\1%4

Type d’environnement Urbain (grande ville)

Urbain (ville moyenne)

Rural

Tableau 2.02: Condition de validité du modéle Walfish-lkegami

b. Formulation
Ce modéle utilise le modeéle théorique de Walfisent@ni, et composé de trois termes :
En visibilité (LOS), Line Of Sight [14]:
Lp, =42,6+ 26lod g+ 20lo§ f (2.12)

En non-visibilité (NLOS), None Line Of Sight :
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L +L I’S+L mas pour L I'S+L ms>0
_{ P+ LP +LP g Pris * LP g (2.13)

" |Lp, pour Lp, +Lp, <0
avec :
Lp,: représente la perte en espace libre
Lp,.: diffraction du sommet de 'immeuble jusqu’en bas
Lp,q: perte due a la diffraction

La perte en espace libre est donnée par I'expmessio
Lp, =32.4+ 20log(d} 20log(f (2.14)

avec :
d: distance entre I'émetteur et le récepteur

f . fréquence en MHz

Lp, =—-16.9- 10log(w)} 10log(f¥ 20log{ h ¥ L, (2.15)

Ici, w est la largeur de la rue en metre, et:
Ahys = Nggor = Mys (2.16)
est la différence entre la hauteur du batimegy, sur lequel la station de base est installée, et la
hauteur de I'antenne du mobill,(s ).
Le termelL ; est censé prendre en compte I'effet de I'orieatatle la rue dans laquelle se trouve

le mobileL , est donnée par :

-10+ 0,354p 0<d<35
Lp,; =12,5+ 0,073®~ 3% pour 0'<d <35 (2.17)
4-0,114® - 5§ 0<®<35

ou @ est I'angle d’'incidence relative a la directionldeue avec la liaison Emetteur - Récepteur
Lp,.4 €st donné par :

LP s = LP psnt K otk Jog(d)+k (log(f)-9log( b (2.18)
b: distance entre les batiments le long du trajedignal
Lp,, et K,: représentent 'augmentation de la perte de praj@y due a la hauteur réduite de
I'antenne de la station de base.

AhBT:s = hBTS_ hRoof (2-19)
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ou hg.s: hauteur de I'antenne de station de base

Les termed. p,, et K, sont données par les expressions suivantes :

-18log( 1+ A pour hg>hg
Lprh — g( hBTS) BTS ~ ' "Roof (2.20)
O pour hBTS = hRoof
54 pour hBTS>hRoof
K,=154-0.80h,;g pour d=0.5km et hgq<hg, 2.21)
54-1.6\h,, pour d<0.5km et h . <hg., '
18 hBTS>hRoof
Ko=118-1500s  POUT (2.22)
Roof hBTS = hRoof

pour une ville de taille moyenne et pour le milien suburbain avec des densités d'arbre

modéreées :
f
ki=-4+0.7 —-1 _
f 7(925 j (2.23)
Et pour les grandes villesk, est définie par :
Kk ——4+15(f——1j (2.24)
f 1925 '
Base statia Mabile
Y ~Ia d >

Ahg

EEE

Baze

A
l th nf

A
‘é‘hR-:-Dl

A

y

H ¢ Bysobile

— W —Pp

«—— p —>

Figure 2.02: Géométrie du modele de Walfisch-lkegami
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I | Batiment

A% mobile

Figure 2.03: Définition de I'angle d’orientatiory de la rue

2.1.3.6. Le modéle de Sakagami-Kuboi
Le modele de Sakagami-Kuboi est un modéle empinigigeo cellulaire, qui traite différents
types de propagation et comprend un ensemble denpties étroitement liés a la nature de

I'environnement [15].

Lp=Lp, +Lp,+Lp,+Lp, (2.25)
ou :
2
Lp, = 24,37+ 3, {m] 1og Brews) (2.26)
hBTS
Lp, =[43,42- 3,104 b s) ]| 0§ } (2.27)
Lp; =1,4.109( Hoor ws) + 6,1.10d Bt uis) (2.28)
Lp, =100~ 7,1log W+ 0,028+ 200 )i+ '&°472%) (2.29)

Le modele Sakagami-Kuboi est fondé sur les parasétis en jeu pour le calcul du niveau du
signal recu en chaque point dans la cellule.

Les différentes variables figurant dans I'expressiu modéle sont expliquées dans le tableau
(2.3).
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Environnement

Micro cellulaire pour :
Un environnement urbain ou I'antenne de la stadiemase est

inférieure a la hauteur moyenne des batiments

Domaine de validité

Fréquence : 400 a 2200 MHz

Distance : 0.5 & 3Km

Hgrs —hys: 20 & 100m

Hauteur des batiments en moyenne : 5 a 50m

Largeur des rues : 5 a 50m

Parameétres

Distance émetteur-récepteur

Fréquence

Orientation et largeur des rues

La différence entre la hauteur de la station de lea$a hauteur du
mobile

La hauteur moyenne des batiments autour de |@statobile
Hauteur des batiments les plus proches du mobile

Méthodologie

Modéle empirique

Entrées

d (distance) en metre en LOS et en Km en NLOS
f (fréquence) en MHz

) : orientation de la rue avec le trajet de I'ondeate en degré
h,s: hauteur de I'antenne de la station mobile

hgrs: hauteur de I'antenne de la station de base

h.oof 575+ NaUteur des batiments autour de la station de bas
h.oof ms - NAUteur des batiments autour du mobile

H oot ws- hauteur des batiments les plus proches du mobile

Sortie

Affaiblissement total en dB

Tableau 2.03. Parametres du modéle Sakagami-Kuboi
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2.1.3.7. Tableau comparatif des mode&atioor
Les domaines de validité de ces différents modemegiriques de propagation en milieutdoor

sont comparés dans le tableau 2.4.

Modéles Fréguences Hauteur Hauteur Distance Types

antenne BTS antenne Mobile | entre BTS | environnement

et Mobile
Hata 150< f<1500 MHZ 30<h <200 n | 30<h <200n | 1<d<20km | Urbain
Suburbain
Rural
NTT 30<h, <200 | 30<h,< 200 i | 1<d<20km | Urbain
Cost 231 | 150< f<1500 MHZ 30< h, < 200 nr 1<h_<10m | 1<d<20kmr | Urbain
Suburbain
Rural
Walfish- 150<f<1500 MHz | 30<h, <200 n 1<h, <10n 1<d<20kmr | Urbain
Ikegami Suburbain
Rural
Sakagami-| 400<f<2200 MH:z | 20<h, <100 i 1<h_<10n 0.5<d<3km | Urbain

Kuboi

Tableau 2.04: Comparaisons des modéles outdoor

2.1.4 Cas de indoor

2.1.4.1. Modéle d"affaiblissement Log-distance

En général, les modeéles de propagations empirisoiesbasés sur des mesures réelles. En effet,
nous constatons que la puissance moyenne du signalégrade logarithmiquement avec la
distance.

L"atténuation de parcours lgpgrande échelle en dB, exprimée en utilisantiCmd atténuation n
pour une distance ehtre I"émetteur et le récepteur, par [16]:

Lp(d)=Lp(d,)+10 Io{dij (2.30)

0
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n: indice d atténuation.

d,: distance de référence proche de |"émetteur.

d: distance entre émetteur et récepteur

D aprés I'équation (2.30), I'indice est exprimée en fonction de la nature du milieu de
propagation. En effeth prend la valeur de 1 lorsque le milieu de propagaést similaire a un
guide d’onde ou a un milieu simulé a un plan. Rartre n prend la valeur de 2 lorsque
représente |"atténuation de parcours spatial lisr@=4 lorsque la situation de la premiére zone
de Fresnel dont la hauteur de I"antenne est basseembrée.

Pour conclure, en supposant que l‘atténuation deopes spatial libre inclut les gains des
antennes le lieu ou la transition depasse de a 4 est référée comme un poibtéakpoint.

La présentation graphique du trajet direct enteenétteur et le récepteur présente une pente de
10n dB ou la valeur da dépend de I'environnement de propagation. Le aab®4 présente les

indices d"atténuation pour des environnements varié

Environnement Facteur d atténuation (n)
Espace libre 2
Zone urbaine de2.7a435
Zone urbaine masquée de3ab
Dans les batiments avec LOS del6a25
Dans les batiments (NLOS) dedab

Tableau 2.05: Indice d"atténuation pour différents environnement

Bien que le modeleog-distancantroduise |"effet des obstacles par la variatienl"thdice n, la
pratigue a montré que | affaiblissement suit unenlormale suite a la nature du canal radio-

mobile. Cette impertinence a donné donc la naigsdnanodéléog-normal shadowing

2.1.4.2. Modéle de Log-normshadowing
Le modéleLog-normal shadowingrend en considération le fait que pour une mérstawice et
pour des positions différentes, les puissancessege sont pas les mémes ce qui est négligé par
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le modeéle précédent. Cette différence de puissamite les deux positions peut étre modeélisée par
une variable aléatoire qui suit une loi log norm@B) ou normale W ).

Par conséquence du modele précédent, les mesutesiamiré que pour chaque valeur de

I"atténuation du parcounsp(d) suit une loi log-normal telle que [17]:

Lp(d)=Lp(d)+ X, =Lp(dy)+ lolog{dij + X, (2.31)

0

Lp : atténuation de parcours.
d: distance qui sépare |"émetteur du récepteur.

d,: distance de référence.

X_: une variable aléatoire qui suit une loi normag¢erdoyenne nulle et décart tyme

(déviation standard edB).

O et n sont calculés a partir des mesures tout en uttlisme régression linéaire en

minimisant la différence entre les valeurs de &ibtissement mesurées et les valeurs estimées.

Ceci se fait en utilisant la méthode des moindesgés.

2.1.4.3. Modéle de Seidel

Similaire au modeld.og-distancedonné dans la section précédente, ce modéle estars®n
améliorée étudié pour les environnemeéntioor multi étagesCependant, la perte supplémentaire
du chemin causée en traversant les planchers éttges est ajoutée explicitement comme une
valeur discrete par le facte@AF qui représente le facteur d atténuation de lagblentraversée.

Par suite, dans un environnement multi étagegalbdissement de parcours est donnée par [18]:

Lp(d)=Lp(d,)+10n Ioglo(diJ + FAF (2.32)

0

Ng: I"affaiblissement pour des mesures faites dansdime étage.

FAF: facteur d"affaiblissement des planchers multiples

Pour tenir en compte |'effet de pénétration lordadéraversée d"un plancher dans un scénario
multi-étages,FAF intervenant dans la formule précédente pour cosgrecette atténuation en
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fonction du nombre de planchers traversés. En,eff&F représente a peu pré$ dB pour un

plancher de séparation, et il faut ajouter®aB pour chaque plancher supplémentaire.

2.1.4.4. ModéléMulti Wall
Afin de prendre en considération la présence des ratuleurs influences, ce modele tient en

considération |"atténuation causée par les muta deene géographique [19]:

LpMW = LpF + LpWALL (2-33)

Lp.: l'atténuation da a la propagation dans |"esp#uwe.|
Lpa. - Valeur accumulée lors du parcours direct ehémetteur et le récepteur suite a la
ieme

somme dedV, (i*™ murs) tel que :

LPwaL = z pr_i (2.34)

i=1

aveclLp,, est I"atténuation causée pai'f8 mur lors du parcours direct.

2.1.4.5. Modéle d&lotley-Keenan
Le modele deMotley-Keenarsuggéere que la moyenne de |"atténuation de pardcpu(ré) peut
étre estimée a partir de |"atténuation de I'esphee Lp, (d) et du nombre de murs compris entre

I"émetteur et le récepteur. En effet, ce modélengpren considération les pertes individuelles
causées par tous les murs et les planchers quéeientre I"émetteur et le récepteur.

w,| ~©

Récepteur

o/vvl

Emetteu

Figure 2.04 Principe du modéle de Motley-Keenan
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De ce fait, I"atténuation de parcoUrp(d) est donnée par [17]:

Lp(d) = Lp, (d) + ZLDW . (2.35)

aveclp,, , estla valeur de I'atténuation causée pafTemur.

Les atténuations causées par les murs ne sontdeasques, c’est pour cela que nous devrons

faire la somme de&p,, , pour le parcours direct entre |'émetteur et lepéeur. Les valeurs des
Lp,, ; doivent inclure aussi les autres mécanismes dpagadion tels que la réflexion, la

réfraction, la diffusion, etc.

2.1.4.6. Modéle de Cost 231
Ce modele tient compte de la perte dans les mulsseétages qui existent a I'intérieur d"un

batiment. La formule de base de ce modeéle est @éopae[1]:

), 46]

(
Lp =37+ 20log 4+ Z Ky i LR, + 18, 3L”” (2.36)

ou :
d: distance en métre séparant I'émetteur du réaepteu
K,y i: nombre de murs pénétrés de type

ieme

Lp,, ;: Perte du™™ mur.

n: nombre d"étages traversés.

Ce modele considere deux types de murs internes.nides Iégers ayant un facteur de perte de
3.4 dB et des murs réguliers avec un facteur de perté.9eB. Si les murs internes ne sont pas

modélisés individuellement, le modéle sera repitésear la formule suivant:

n+2

Lp =37+ 30log d + 18, 3&1”*1 ‘ (2.37)

2.1.4.7. Modeéle deafortune

Pour la prédiction et la simulation de la propagatindoor, le modele recommandé par la COST-
231est celui de_afortune C’est un modele empirique basé sur des estinsatieta transmission,
des réflexions et des phénomeénes de diffraction.
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La description de ce modele est exprimée par Irdlgoe suivant [20]:

Lp=Lp, +Lpe+ Gy (2.38)
ou
Lp, =32,4+ 20lod g+ 20lo§ f (2.39)
-3,7+1,5n+ 10,710¢ W d>4m
Lpgy, = pour (2.40)
-3,7+1,5n+ 10,7lo¢ ¥+ 7,8 15,3Idg) d<4m
0 dans le cas général
G, = o (2.41)
-0.2-1.5lod ) dans le couloir principal
et:

Lp,: affaiblissement en espace libre.
Lp,,: affaiblissement di aux obstacles.
G, : gain di aux réflexions multiples.

d: distance qui sépare |"émetteur du récepteur fen m
f : fréequence erGHz.

n: nombre de murs entre I'émetteur et le récepteur.

2.2 Les modeles déterministes

Les modeles empiriques restent toujours rapidesi&iere du temps de calcul mais non fiables
pour des prédictions précises pour des environnenhedoor dont les variations de puissance
sont assez importantes. De ce fait, les modélesrditistes sont plus recommandés pour une telle
prédiction. Pour cela, nous allons détailler n@thede, dans ce qui suit, par I"étude de quelques
modeles déterministes.

Les modéles déterministes, appelé aussi modelpsogagations du site spécifique sont basés sur
la théorie de propagation d’'onde électromagnéti@amntrairement aux modéles statistiques, les
modéles déterministes ne tiennent pas compte tbntiée de la dimension de mesure mais sur la
connaissance du détail de I'environnement et ilgrriissent des prédictions exactes de la
propagation du signal.

En théorie, les caractéristiques de propagation atedes électromagnétiques peuvent étre
calculées en résolvant les équations de MaxwellisMatte approche exige des opérations
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mathématiques trés complexes et des calculs caabids. Cette méthode a été appliquée aux

environnements simplifiés.

2.2.1 La méthode ray tracing

Historiquement, la méthoday tracing a été introduite au début dans le domaine de fopti
géométrique, grace a son efficacité a modélisendéo lumineuse, dans le domaine de
I"infographie.

Ray tracing(ou lancer de rayomn francais), est I'une des techniques les plusicées de
synthése d’images réalistes. Cette technique simpleduit les phénoménes physiques tels que
la réflexion et la réfraction. En revanche, comgaient a d'autres algorithmes, elle permet de
définir mathématiquement les objets a représenter.

Ainsi, a l'aide de ces méthodes, il est possiblealeuler I'ensemble des flux radioélectriques
distribués dans tout I"'environnement a étudierc®4¢ait, ce modéle dépend essentiellement de la

base de données géographique utilisée pour lagbicdi

2.2.1.1. Principe deay tracingpour la prédiction de propagation
a. Considération théorique
Le principe de cette méthode se base essentieltesuete processus récursif pour déterminer des

intersections de chaque rayon émis, réfléchi mstras. Un arbre d’intersection doit étre construit

[1]

| : Incident

-N S : Spéculaire

v

Figure 2.05: Divers phénomenes rencontrés.
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Dans ce qui suit, on s’intéresseras au modeM/kitted essentiellement basé sur les lois de la
réflexion et la réfraction (loi d&neltDescartes Soit la figure suivante qui nous explique les

différentes situations géométriques déja citées

Figure 2.06: Surface élémentaire obtenue aprés discrétisationasphere.

En effet, le phénoméne de la propagation dans wiroemement radio mobile se raméne
essentiellement a la modélisation de I"'émetteduetcepteur discrétisé en petite surfaces suivant
des latitudes et longitudes. En effet, de chagémeéht de surface, part un rayon qui se propage
dans le milieu, suivant des réflexions et réfraticavant d"atteindre le récepteur.

Comme conséquence, nous assimilons une antennaliosationnelle a une sphére. De plus, le
nombre de surfaces élémentaires obtenu dépendtiefieerent des parametres de discrétisation

pris en considération en fonction de 6 et deP, tel que

Ao ABcosa
I:)roy = (4—.’_[] F()J (242)
ou
Ao =—ANB= 2—“
m n
et :

M et N: nombre de division

P,: Puissance émise

Par contre, pludo et AE sont petits et plus le résultat obtenu est meilteais plus le processus

de calcul devient long.
Par contre, la puissance recu d'un rayon se prapagans un milieu homogéne par un point pour

une certaine distance r est donnée par :
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p.= po(r_oj (2.43)

P,: puissance regue aprés une distagce

n: indice qui dépend de I"'environnement dont la wakest compris entré.2 et 6.5 tel
que n correspond a6.5 lorsque le rayon se propage dans un environnememémement
conducteur, par contre correspond 4.2 lorsque I'onde se propage dans des guides d’ondes.

De ce fait, a une distancele I"émetteur, la valeur de la puissance est dopagée

:(AGAGCOSO()&

P i 2 (2.44)

roy

b. Procédure de ray tracing

Initialement, les rayons sont considérés un pagtuancés dans le milieu. Chaque rayon est traité
suivant trois procédures successives avant d’dteele récepteur.

Au cours de ces procédures, deux modes d’interactsont considérés avec la matiere: la
réflexion et la réfraction. Ce processus de vigéihous permettra ainsi, a travers la base de
données géographique, de déterminer si I'émettdarrécepteur est en visibilité directdar(e of
Sigh) ou pas Kone Line of Sight Si c’est le cas, la distance, le déphasage mititsance recue

en ce point sont calculés. Ainsi, le rayon quiiattke récepteur n"est plus considéré pour le reste
des processus.

Dans le cas contraire, c'est-a-dire que I'émettéest pas en vision directe a partir du rayon
incident de I"émetteur, nous devons chercher aotsavers la base de donnée de la scéne la
premiere surface rencontrée, une fois trouvéeglxiéme processus calcule alors les coordonnées
du point d’intersection du rayon et de la surfaresuite la distance parcourue et la puissance en
ce point.

Si la puissance est inférieure a un seuil minint@isde processus s arréte, le rayon est considéré
inutile et le processus de propagation se termine.

Dans le cas contraire, lorsque la puissance estisupe au seuil minimal, un test se déclenche et
on vérifie alors la loi d&ShneltDescartepour I"angle dincidence du rayon. En effet, losget
angle dépasse la valeur critique donnéegpesin(n /n (n, et n,sont les indices respectivement
des deux milieux de propagation séparé par | olesteanchi), nous aurons une réflexion totale et
la totalité de I"énergie sera communiquée au ragtéchi.
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De plus, si I'angle de réflexion est inférieur @ljle critique alors nous aurons dans ce cas une
réflexion et une réfraction dont on calculera leschaines valeurs du rayon transmis et du rayon

réfléchi en tenant en considération des coeffisiéitréfractions et de réflexion correspondants.

c. Organigramme

Au cours de cette description, chaque point d'ss#etion se comporte comme un point émetteur,
la procédure décrite ci-dessus continue avec chpgjmé généré dans toutes les directions jusqu’a
atteindre un nombre de réflexions et de réfractinagimal [1].

Soit I"'organigramme figure 2@ui nous explique I"algorithme du principerdg tracing n<n,,
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< Intersectin i <

<atitude ] Iongitud>

Non Oui
Non
P>F;eui\
v
Rayon inutile Non

v

Rayon inutile

A

Calculer la distanc

!

Calculer la
puissance recl

Oui

Visibilité
avec le
récepteL

Oui

Calculer les nouvelles
coordonnées du point
d’intersection

!

Calculer les
prochaines directions

v

Calculer la somme des
puissance

Fin

Figure 2.07: Organigramme de |"algorithme de la méthode laneeraion.

2.2.1.2. Evaluation de la méthode de ray tracing
» Hypothése de la réflexion spéculaire
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La méthodeay tracingutilise I"hypothese que les réflecteurs soientl@l@ant spéculaires, cette
approche ne tient pas en compte |"effet de diffusadatif a la nature de la matiere.

» Hypothése de discrétisation
Lors de la discrétisation de la source en termgsodion de surface, le temps de calcul devient de
plus en plus important lorsque la discrétisatioadgource est de plus en plus fine, ¢ est-a-tire,
temps de calcul augmente lorsque la valeur da maugmente. Par contre, les résultats obtenus
sont meilleurs lorsqu’on affine d’avantage la seufe qui met en considération que ce modele
est limité puisque Bt msont limités.

« Point d'intersection et temps de calcul
L'algorithme duray tracing est extrémement puissant et permet de traiterquietient tous les
aspects du réalisme. Malheureusement, les cal@nterdections sont trés colteux en temps de
calculs vu le nombre de rayons lancés. Comme coeség, nous devons avoir recours a des
techniques de calcul parallele ou bien a des mashpuissantes nous permettant de faire les
calculs dans un temps raisonnable. C’est pour qgeld faut donc trouver des méthodes
d optimisation.
En plus, cette méthode consomme une espace méassieg considérable, dépendant du nombre
de réflexions et de réfractions tolérées dansdequsus de propagation.
A cet effet, un nouveau modele a été proposé muédier a cet inconvénient ; ¢’ est la méthode

de la radiosité.

2.2.2 Le modele de la radiosité

La radiance, notéd , est définie comme étant I"énergie émise danscenrine direction, par
unité de temps, par unité de surface perpendieulaila direction de propagation, par unité
d’angle solide Watt.nt .m" .si*).

En effet, la méthode de la radiosité est une teghngui a été développée dans les années 50 pour
modéliser le transfert radiatif de chaleur entrdagies en matiére de thermodynamique.

Son efficacité a modéliser les réflexions diffukésa ouvert les possibilités pour étre utiliséasla
I"infographie pour la synthese des images artifeseau début des années 80.

En fait, la méthode de radiosité, permet de caltcldelairage d'une scene en modélisant les
échanges d'énergie lumineuse entre les différesuiefaces des objets de la scene. Dans la
méthode de radiosité standard, les surfaces sosid®yées comme lambertienrms diffuses,

c'est-a-dire qu'elles réfléchissent la lumiére daote avec la méme intensité dans toutes les
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directions. L'environnement est décomposé en éltntensurface (ou échantillons), afin d'établir

un systeme d'équations modélisant les échangesrgiémans la scéne.

2.2.2.1. Notion de base

La radiosité B d'un élément est égale a la quatditde d'énergie lumineuse par unité de surface
quittant cet élément. Elle s'exprime donc en famctie I'énergie propre émise par I'élément et de
I'énergie provenant des autres éléments qui ééthéé par I'élément lui méme.

SoientE; la quantité d"énergie émise par unité de surfaceip&lément de surface infinitésimale

da,, p, le coefficient de réflexion de cet élément,Feh,dA; la fraction d'énergie quittant un
élémentdA; qui arrive sur I'elémendA;. La radiositeB; pour I'élémentA; peut étre décrite sous

la forme de I'équation suivante [21]:

B, =dA =EdA + [BdA R, (2.45)

c’est-a-dire
Radiosité* Aire = Energie propre émise + Energie partant déxea facettes par réflexion

Dans le cas d'un environnement discrétisé éements de surfac®, (i =1 ..n), les échanges

d'énergie dans la scene peuvent donc étre modgimesin systeme de équations de la
forme [21]:

B/A =EA +p ZBJ'E{MA) (2.46)
=

La valeur Fan correspond a la fraction d'énergie quittant I'élénde surfaceA; qui arrive sur
I'elément de surfacdk, . Cette quantité est appelée : facteur de forme éntet A; (Figure 2.08).

Pour plus de simplicité, elle sera notég. Le facteur de forme dépend uniquement de la

géomeétrie relative entre les éléments, d'ou ldioslale réciprocité [21]:

RA=RA =F=F @2.47)
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Figure 2.08: Notations pour le facteur de forme.

En utilisant la relation (2.46) et en reprenangu&tion (2.45), on obtient finalement pour un

élément de surfacA, , I'expression de la valeur de radiodgé

B =E+p> BF (2.48)
j=1

J

Cette équation peut se réécrire sous la forme :

n

2.(5,-pF )8 =E (2.49)
J:
Avec o, le symbole de Kronecker définie comme suit [21]:
lsii=j
S = 2.50
: {O si non (2.:30)
Le systeme d'équations correspondant peut étreoussla forme matricielle suivante [21]:
=pFn —Fn - - - P Fw IrBy1 [Ey
—p ¥y 1—pF o o o = Fy | By E,
= - (2.51)
L —p F -, Fp . . . 1-pF LBl LE_
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que nous noterons MB=E pour simplifier (avhf = &; —p,F;). Nous notons aussi que la

résolution de ce systeme peut se faire suivantepltssméthodes : méthode de Jaaihie Gauss
Seidelou bien par la méthode de Cotedral

2.2.2.2. Résolution du systéme

Les méthodes qui consistent a résoudre de mani@aetalle systéeme d'équations (2.51), sont peu
applicables dans le cas d'environnements avecamdgrombre d'éléments. L'accent a donc tout
de suite été mis sur les méthodes de résoluticatités qui démarrent avec une estimation de la
solution et améliorent la solution courante a cleaitgration, jusqu'a atteindre la convergence.
Une méthode rapide a été proposée : celle de Garidsl. La méthode consiste, a partir d'une

estimation initiale des radiositBs, a calculer, par des approximations successiessyaleurs de

plus en plus proches de la solution exacte. Noubnm alors de <gathering», qui signifie

rassembler (Figure 2.10). Ce qui revient donc &plassuite des approximations suivantes :

BEO) Estimation initial

N (2.52)
k+1) _
BE )_EJ+pJZ_1:Ii:JBk

Figure 2.09: Principe de la méthode gathering

Ainsi, la résolution de ce systeme par cette appration donne de bons résultats mais reste
toujours difficile a implémenter, puisque cette hogte est gourmande au niveau de la mémoire et
le temps de calcul. Ainsi, pour résoudre ce systeous reformulons la méthode de la radiosité de

nouveau.
2.2.2.3. Radiosité progressive

Cette méthode a été introduite par Cobeal. Elle consiste a mettre a jour la radiosaérgous

les éléments de I'environnement a la fois, plut@ pour un seul élément.
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Pour cela, il suffit d'inverser le processus d'édgeade I'énergie. Par définition, la radiosité d'un
élément correspond a la quantité d'énergie paé aleitsurface quittant cet élément : cette quantité
va étre répartie dans tout I'environnement et \elelonc modifier la valeur de la radiosité des

éléments qu'elle va atteindre. Nous parlons alershiboting; qui signifie lancer.

/

L]

/
Figure 2.10: Principe de la méthodghooting

L'idée est de distribuer la contribution d'énergimineuse de chaque élément a tous les autres

éléments. Chaque élémdmrd'un environnement a une valeur de radioBit§ui correspond a la

valeur de radiosité calculée jusqu'a présent peuélément, et une valetB, qui est la partie de

la radiosité de cet €lément qui n'a pas encoradiétébuée. Les valeurB; et AB. pour tout

élément sont initialisées par la valeur d'énergie énkisde I'élément tel queE; peut étre égal a

Zéro. Ensuite, au cours d'une itération, nous @suas I'élément qui a la plus grande valeur de

radiosité non distribuée, et cette quantité d'éeeegt distribuée dans I'environnement. Lors de

cette distribution, les autres élémente I'environnement peuvent recevoir une quantégeigie
AB tel que AB correspond a la partie de la radiosité provenanitéément qui contribue a la

radiosité de I'elément Cette valeurAB est ajoutee &, [21] :
0j:B; =B, +AB avecAB =ABpF, (2.53)
Elle est aussi ajoutée AB, puisque cette radiosité qui vient d'étre recuepaa encore eté

distribuée. Apres cette distribution, I'élémémnta plus de radiosité non distribuée, ddi; =0.

Lors du processus de distribution de I"énergieymat a jour la valeur de radiosité de tous les
autres éléments de I'environnement. Nous obtenmms uhe nouvelle estimation de la solution de
radiosité a chaque itération, ce qui permet dealiser une nouvelle prédiction. Le fait de pouvoir
visualiser les résultats au fur et a mesure ggellation progresse est un des principaux avantages

de cette méthode. Nous remarquons aussi qu'elleeogm plus vite que la méthode de Gauss
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Seidel, et tout particulierement dans les premiétages du processus de calcul ou la convergence

est plus rapide.

2.2.2.4. Organigramme

L"algorithme de la radiosité progressive se dérsalen |I"organigramme de la figure (2.12) [1]

< Energie |ntr|nsequ>

Réserver un tableau de radiosité B
de taille M

<ITIH|IQPF R avec F des farpt

Max B>Seuil .
Fin

oui

Calculer les facteurs de forme entre chaqde
facette f et ses facettes visit

v

Allouer I'énergie émise par la
facette f a chaque face

v

Mise a jour de la radiosité de différentes facettes

Figure 2.11: Organigramme de la méthode de la radiosité progvess

2.2.2.5. Adaptation de la méthode pour la prédictie propagation Indoor

Avant d’entamer les étapes de |"adaptation, rappeaut d"abord le principe de la radiosité tel

qu’il est utilisé dans le domaine de I'imagerieelRénent, la radiosité est la somme de deux
composantes : une énergie émise intrinsequemeneetnergie générée par réflexion d’une partie
des radiations recues en provenance des autrets gbifesents dans la scene. Mais |"énergie

transmise par la facette vers | extérieur ou delpendgérieur n"est pas prise en considération.
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Pour éclairer une scéne a 2 pieces a titre d’exenipfaut au moins une source de lumiére
(lampe) a l'intérieur de chaque piece. Par coptar I'onde radio, un seul émetteur peut couvrir
tout un immeuble. Par conséquent, on doit tenirptende | effet de transmission dans |"équation
de la radiosité si on veut I"utiliser a la prédiatide la propagatiomdoor. On ajoute dans notre

cas un terme de transmission qui représente le coefficient de transmissiofadette i.

L"équation de la radiosité classique (2.39) serdifié®@ comme suit [1]:

a:5+@pnqiﬁq (2.54)

=

L étape suivante de l'adaptation consiste a décempla scene en un volume émissif afin de
mettre en ceuvre la transmission a travers les tésceAinsi, nous allons échantillonner les
différentes faces des batimentsdr 2 facettes.

Nous allons, aussi, supposer que la source eatédté n°1l et le récepteur est de facette n°N. De
plus, nous considérons que leurs surfaces serm@spggales a l'unité. De ce fait, le facteur de

forme sera égal a :

"t cosd
R = j >~ cas de l'émettel

i TV

% coes (2.55)
F = J' 1 cas du récepteu
nj T[I’2

=1

Enfin, nous admettons que toutes les facettes caractérisées par un méme coefficient de

réflexion p et un méme coefficient de transmission Nous admettons aussi que la source est

essentiellement constituée d'une facette ponctuddiet le coefficient de réflexion est égal a
I"'unité et ayant une radiosité initiale égale aplaissance qu’elle émet. Par contre, nous
considérons que le récepteur est vu comme unedguenctuelle de coefficient de réflexion égal
a 0. Enfin, a I"étape initiale, nous prenons ensm®@ration que chaque facette est nulle sauf

I"émetteur qui a une énergie d"émission supposestaute.

2.2.2.6. Evaluation de la méthode de radiosité
La méthode de la radiosité présente essentielleareiriconvénient majeur lors de la résolution
du systéme matricielle. En effet, le probleme dealdiosité progressive réside dans le choix

convenable du nombre des facettes ainsi que ld deuiconvergence optimale. Ces deux
60



parametres constituent I"'un des problemes majeats pbtenir un temps de calculs aussi
raisonnable que possible.

Nous avons présenté dans ce chapitre les diffénemdeles de propagation en radiomobiles que
ce soit en milieu outdoor et indoor. Ces modélespd®agation ne sont que des formules
mathématiques obtenues a partir de statistiquesrstnes grand nombre de mesures. On a aussi
étudié les modeles déterministes qui sont des rasdglécifiques pour chaque site car ils tiennent
en compte de I'environnement exact du site. Painledeles empiriques, les parametres d’entrée
de calcul de l'atténuation sont simples et moinsime@ux que pour les modeles déterministes, ces
modéles permettent alors des calculs rapides gemeent pas compte de la topologie du terrain
tel que terrain plat ou rigoureux.

Un autre modele de propagation est aussi dispgnitdst le modele standard de propagation.
Comme son nom l'indique, ce modéle est applicabteudes sortes de situations. On va alors

présenter cet autre type de modéle dans le prochajpitre.
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CHAPITRE 3
MODELE STANDARD DE PROPAGATION

Dans ce chapitre, nous nous proposons d’étudienaotele plus réaliste et plus pratique, c’est le
modele standard de propagation (SP$tandard Propagation ModelCe modéle est tres utilisé
par les opérateurs vu sa simplicité d'implémentagbde mise en ceuvre. Par ailleurs, ce modeéle
est implémenté sur plusieurs outils de planificgatigls qu'ELLIPSE, PLANET et A9155.
Parmi les modéles de prédiction de la propagak@oplus connu est certainement le modéle SPM.
Il s’agit d’'un modele empirique facile & implanteur machine. Ce modele est un modeéle
entierement paramétrable par l'utilisateur a paiimesures et fait intervenir :

» la distance d entre station de base et stationlejobi

* une hauteur effective d’antenne d’émissiag,H

» une hauteur effective d’antenne d’émission vue dbila Hyer,

* un calcul de diffraction multiple sur un profil derrain (effectué avec une méthode de

Deygout ou méthode d’Epstein Peterson modifiée)

* etune prise en compte de I'influence du surstdrig du profil.

3.1 Expression générale du modele standard de progation

L’expression de la puissance recue pour le modeM grend la forme [22]:

5 _p - K, —K log (d)+Klog(H ) + K ,Diffraction + )
" Kglog(d).Jog( Hy ) + Kg (Hoer) + K curren — ANtGAIN '

On en déduit I'expression de I'affaiblissement éxyge en dB :

K, -K log (d) +Klog(H )+ K ,Diffraction + K ;log(d) .log( Hy) + Kg( H ) + K cLurrer— ANGAIN
(3.2)

avec :
Diffraction: résultat d’'un calcul de diffraction multiple efteé sur le profil de terrain entre

I'émetteur et le récepteur par une méthode hybrigeur une, deux ou trois arétes, on utilise la
méthode d’Epstein Peterson ou la méthode de Dey§oytius de trois arétes sont présentes, la
technique de Bullington est utilisée pour rameriendemble des arétes comprises entre la
premiére et la derniére en une seule aréte et thowe d’Epstein Peterson ou de Deygout est

62



utilisée pour effectuer le calcul de diffractiorr $s trois arétes restantes (la premiere, cefiéecr
par la technique de Bullington et la derniére gréte

Par convention, le résultat retourné est négatighoon a des pertes de diffraction. Le fact&yr

doit donc impérativement étre positif.

Si des données concernant les hauteurs de sursobisponibles (hauteurs de batiments et de
végeétation) le calcul de diffraction multiple poaétre effectué sur un profil faisant intervenis ce
informations (profil de terrain + profil de sursotcepté au niveau de I'émetteur et au voisinage du
récepteur).

Kcurer - €St un facteur permettant de prendre en congdtetlde 'encombrement du sursol le

long du profil sur une distance L, définie par ilisateur, en partant du mobile. La formule
utilisée est [2]:

n

Kerurrer = K. ZO F, ( kclutterx) (3.3)
X=

ou :
K est un facteur d’échelle en général egal a 1.
n est le nombre de pixel définissant le profire¢ mobile et le point distant de L du mobile.

F, est une fonction permettant de pondérer le pogldaffaiblissement di aux éléments de

sursol en fonction de la distance au mobile (lextions disponibles sont : rectangle, triangle,
logarithme et exponentiel, fonctions décroissantamalisées a 1 pour x = 0).

K, ..X est laffaiblissement associé a I'élément de dursmrespondant au pixel x. Cet

clutter

affaiblissement est fixé par type de sursol. Ldswa sont exprimées en dB. Par convention, les

valeurs dek doivent étres négatives lorsqu’elles correspondedes pertes (typiquement :

clutter
zones urbaines denses, zones boisées) et pogitivesles zones dégagées.

Les valeurs typiques recommandées pour le modeéie 8800 MHz sont donnés dans le tableau
3.01.
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Poids moyen de la perte du clutteyf,..en dB
Urbain dense -4a-5
Zone boisée -2a-3
Urbain 0
Suburbain 3a5b
Zone Industrielle 3a5
Zone dégagée en urbain 4a6
Zone dégagée 10a12
Etendue d’eau 12a14

Tableau 3.01: Poids moyen de la perte du clutter

H. et H .« représentent respectivement la hauteur effecéviadtenne de la station de base par
rapport a son environnement et vue du mobile. Newsons plus tard les méthodes de calcul de
ces deux valeurs.

Les différents coefficients :

K, : Constante de centrage du modéle en dB.
K, : Premier facteur de prise en compte de la dista@e facteur doit impérativement étre
négatif ('affaiblissement de propagation augmestec la distance). K, est affecté a 0K,

suivant les cas, doit varier entre -20 (espace)libt -40 (réflexion sur le sol) ; dans certains ca
exceptionnels (propagation dans des rues tressséesm, a proximité de I'émetteur) des valeurs
allant jusgu’a -60 peuvent étre rencontrées.

K, : Facteur de prise en compte du dégagement deriae d’émission. K, est affecte a 0K,
devra étre positif. Plus I'antenne est dégagées By est élevé, moins on a d’affaiblissement ;

dans ce cas, une valeur comprise entre 20 et Aiwenun ordre de grandeur.

K, : Facteur de pondération du calcul de diffractioaltiple. Comme nous l'avons vu, pour
effectuer le calcul de la diffraction multiple, atilise des méthodes simplifiees sur des profils de
terrain schématisés. En général, ces méthodestimers I'affaiblissement de diffraction. Un
coefficient de pondération de I'ordre de 0.5 estbom compromis pour la méthode d’Epstein
Peterson utilisée par PLANET. Dans tous les cdaateur doit rester positif.
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K, : Facteur combinant la prise en compte de la mistaet du dégagement de l'antenne

d’émission. Il doit étre considéré comme un coddfit d’ajustement du deuxieme ordre (apres

K, et K,). Il sera en général positif et de I'ordre de quek unités. Ce coefficient traduit le fait
que plus I'antenne d’émission est dégagée, plusapproche d’'une configuration en espace libre

(dépendance en distance de I’ordreZdaog(a)). A Tlinverse, plus I'antenne d'émission est

encaisseée, plus I'onde rencontrera d’obstacleseftfgnce en distance de I'ordre 4. Iog( a)).
Dans la formulation du modéle de Hakg, =6,55 (avecK, =-44,9et K, =0).
K, : Facteur de prise en compte de la hauteur déshme d’émission vue du mobile. Il doit étre

considéré comme un coefficient d’ajustement du tene ordre (apre&,). Il devra étre positif.

Du fait de la linéarité de la prise en compte, @efficient doit étre << 1.

3.2 Les mesures servant au calibrage du modele SPM

Le modele doit étre calibré avec des mesures repEs/es de I'environnement sur lequel le
modéle sera ensuite utilisé. Un bon modele ne g&at obtenu que si un nombre suffisant de
mesures est disponible pour chaque type de situegizcontré sur le terrain. Pour chaque type de
situation, on entend : type de sursol, type defretype d’environnement, gamme de distances,
gamme de hauteurs d’antenne. Un modéle calibré desanesures effectuées en environnement
urbain donnera des résultats aberrants en zonk rusa modéle calibré pour une gamme de
distance allant de 200 m a 5 km, a peu de chanaodeer des résultats acceptables pour des
distances supérieures, ...

Dans la mesure du possible, il est préférable gsedistributions de chacune des variables

pertinentes lpg(d),log(H,, ), type d’environnement, ...) soient les plus umifes possibles sur

la gamme ou I'on s’intéresse. Si ce n'est pas & itast recommandé de conserver, pour cette
variable, le coefficient multiplicatif recommandérmiéfaut.

Les mesures utilisées doivent avoir été moyennpasatement sur une distance de l'ordre de
40N de maniere a supprimer le fading (évanouissemepi&les du champ liés aux trajets
multiples et aux interférences qui en résultengs @nesures doivent ensuite étre filtrées de
maniere a supprimer les mesures bruitées et legrewesaturées. La précision nécessaire pour le
positionnement géographique de ces mesures dépsadtiellement de la précision de la base de

donnée utilisée (il est également évident que geéeision aura une incidence sur la précision du
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modele ajusté) : si le pas de maille des donnéesyrgghiques est de 100 metres, un
positionnement des mesures a 100 metres presfésasu; par contre, pour tirer bénéfice d’'une
base de donnée définie au métre pres, le positiamiedoit également étre précis au metre prés
(ce sera surtout critique pour le modele de Wallfi@gami).

Enfin, avant d’ajuster le modele, il est nécessagrsavoir les informations concernant :

* le positionnement du site d’émission,

» la puissance effective rayonnée,

* le type d’'antenne d’émission,

* la hauteur d’antenne d’émission (par rapport a) sol

» déventuelles informations sur I'environnement destation de base et le dégagement

proche de I'antenne.

On remarque que ce modele ne fait pas interveriretpuence. Les mesures utilisées pour mettre

au point le modele doivent étre effectuéesl@% de la fréquence a modéliser.

3.3 Méthodes de calibrage du modéle

Pour calibrer le modéle standard de propagatiort @aes données obtenues par des mesures
effectuées sur terrain, il faut d’abord affectes glaleurs par défauts aux différents coefficients d
modele dans I'équation (3.1). Avec I'expressioneobie, on calcule I'erreur moyenne et I'écart
type de cette expression avec les données réellEnwes apres mesures effectuées dans
I'environnement sur lequel le modéle sera utiliBéis, on ajuste les valeurs des différents
coefficients un par un afin de minimiser I'erreuoysnne et I'écart type entre les données
théoriques et données reéelles. Les valeurs de iffésedts coefficients peuvent étre modifiees
plusieurs fois jusqu’a I'obtention des valeurs dmréur moyenne et de I'écart type le plus
minimale possible ou méme jusqu’a des valeurs swlle

Avec les dernieres valeurs des coefficients obtemue minimisent I'erreur moyenne et I'écart
type, on peut en déduire I'expression finale du e®dorrespondante a cet environnement de
mesures.

Des exemples de procédures de calibrage du modéldasd de propagation seront donnés dans
les paragraphes 3.4 et 3.5, ils seront ensuitelifi@sppar des organigrammes.
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3.4 Exemple de procédure de calibrage du modéle
La procédure de mise au point du modéle SPM de FHTAPNroposée ci-aprés permet, en général,
d’obtenir un bon calibrage sur des mesures a 90@ 2H

1. Affecter les valeurs suivantes aux coefficientsrthdéle

K, K, K, K, K., K,
20 449 | 583 05| -6.55 0

Tableau 3.02: Valeurs affectées aux différents coefficients agaltibrage

2. Affecter les valeur& . ,rer @ 0.

3. Estimer l'erreur et I'écart type d’'un tel modéder les mesures, a I'aide de I'outil d'analyse
statistique de PLANET. Une estimation de l'errelayenne et de I'écart type du modéle par type
de sursol est également calculée.

4. En modifiant pas a pas les différents coeffisdl,, e, €t K,, ajuster I'erreur moyenne du

modele en global et par type de sursol a zéro. Rartains cas, ceci ne peut étre obtenu qu’en

affectant des valeurs inacceptables a certaindiceetsK . =, par exemple, correspondant a

un affaiblissement plus fort en urbain qu’en urbdémse. Si cela se produit, il est conseillé de
remplacer la valeur aberrante par une valeur vidancelle trouvée dans le tableau 3.1.

5. Ces valeurs étant fixées, ajuster la valeuKdde maniéere a minimiser I'écart type global du
modéle. K,doit rester impérativement négatif. Si ce n'est pascas, affecterK, a 0 et
recommencer I'opération. Si la valeur Hg résultant n’est pas de I'ordre de -20 a -40, cjesit

y a vraisemblablement un probleme avec les mesurasec la base de données.

6. Ajuster de la méme maniére la valeurKigde maniere & minimiser une nouvelle fois I'écart
type global du modéleK, doit rester impérativement positif. Si ce n’est [gasas prendr& , =0

(cela signifie qu’il y a vraisemblablement un peabe avec les mesures ou avec la base de
donnée).

7. Recommencer I'opération 5 en ajustant plus ferena valeur de&, .

8. Recommencer I'opération 6 en ajustant plus fernta valeur de&<, .
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9. Ajuster ensuite la valeur de, de maniére a minimiser I'écart type global du ntede

10. Recommencer les opérations 5, 6 et 9 avecaked’pjustement de plus en plus fins, jusqu’a
observer une saturation ou une dégradation dert’§gze global du modeéle lorsqu’on modifie les
coefficientskK,, K, ou K,.

11. Ajuster ensuite la valeur d&, de maniere a minimiser I'écart type global du medél

12. Recommencer les opérations 5, 6, 9 et 11 agecgpds d’ajustement de plus en plus fins,
jusqu’a observer une saturation ou une dégradatéotfiécart type global du modéle lorsqu’on
modifie les coefficientX,, K,, K,ou K.

13. Ajuster ensuite la valeur d&,de maniere a minimiser I'écart type global du medél

14. Il reste ensuite a fixer la fonction de pontéraet la valeur de la distance sur laquelle
Kcurer doit étre calculée. Le choix peut étre effectué ges tests successifs de maniere a
minimiser I'écart type global du modéle. Il peuteéhécessaire de revoir ensuite les étapes 5, 6, 9,
11 et 13.

15. Le modéle est obtenu en ajustdit de maniere a annuler I'erreur moyenne globale du
modele.

Cet exemple de procédure de calibrage du modebhelasta de propagation peut étre illustré par

I'organigramme de la figure 3.1.

68



K,=-20,K,=-44.9,K,=-5.83,K, =0.5
I<5 :6'55' KG :O' I<CLUTTER :O

v

Calculer Erreur moyennsd
Calculer Ecart tyr

v

Ajuster K, jrer €t K, pour ajuster I'erreur moyenng

!

\ 4

Ajuster K, pour minimiser I'écart type

Non

Ecart type
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Probléeme de mesure

Ajuster K , pour minimiser 'écart type

Non

A

Ecart type
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Ajuster K ;pour minimiser I'écart type

Non Ecart type

A

minimisé

Ajuster K ; pour minimiser I'écart type

Non Ecart type

minimisé

Probléme de mesure




- ?

Ajuster K ¢ pour minimiser I'écart type

v

Fixer la fonction de pondération et la distange
de calcul deK ¢, jrrer
Le choix est pour minimiser I'écart type

Non Ecart type

minimisé

Ajuster K, pour minimiser I'erreur moyenne

v

Nouvelles valeurs d& , , K, , K, K, K., K et K jrrer

Figure 3.01 Organigramme du premier exemple de calibrage ddéteo

3.5 Autre méthode a recommander

1. Affecter les valeurs suivantes aux coefficiehtsnodéle [2]:

K1 K> Ks Ka Ks Ks
20 -44.9 5.83 -0.5 -6.55 0

Tableau 3.03: Valeurs affectées aux différents coefficients aealibrage

2. Affecter les valeur& ., ,rer @ 0.
3. Ajuster la valeur d&K,de maniére a annuler la corrélation entre I'erciumodéle eiog(d).
K, doit rester impérativement négatif.

4. Ajuster ensuite la valeur d€, de maniére a minimiser I'écart type global du medél

5. Recommencer I'opération 4.
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6. Ajuster la valeur d&,de maniere a minimiser une nouvelle fois I'écapetglobal du modéle.
K, doit rester impérativement positif. Si ce n’est fmsas prendrd , =0 (cela signifie qu’il y a
vraisemblablement un probléme avec les mesuresemla base de donnée).

7. Ajuster ensuite la valeur de, de maniére a minimiser I'écart type global du ntede

8. Recommencer les opérations 4, 5, 6, et 7 avepaed’ajustement de plus en plus fins, jusqu’a

observer une saturation ou une dégradation dert’§gze global du modeéle lorsqu’on modifie les

coefficientX,,K,, K, ou K.
9. En modifiant pas a pas les différents coeffitsef,, ,er €t K,, ajuster I'erreur moyenne du

modele en global et par type de sursol a zéro. Rartains cas, ceci ne peut étre obtenu qu’en

affectant des valeurs inacceptables a certaindiceets K, -, par exemple, correspondant a

un affaiblissement plus fort en urbain qu’en urbdénse. Si cela se produit, il est conseillé de
remplacer la valeur aberrante par une valeur widim celle trouvée dans le tableau des valeurs
typiques recommandées dans le tableau 3.1.

10. Il reste ensuite a fixer la fonction de pontéraet la valeur de la distance sur laquelle

Kcurer doit étre calculée. Le choix peut étre effectué ges tests successifs de maniere a

minimiser I'écart type global du modéle.
11. Recommencer les opérations 4, 5, 6, 7 et 10 des pas d’'ajustement de plus en plus fins,
jusqu’a observer une saturation ou une dégradatéotiécart type global du modéle lorsqu’on

modifie les coefficientk,, K,, K,ou K.
12. Le modéle est obtenu en ajustdf de maniére a annuler I'erreur moyenne globale du

modele.

Cette seconde méthode est plus fastidieuse quédagente mais elle garantie une meilleure prise
en compte de la distance et des types de morpleslogi

Cette autre procédure de calibrage du modele si@hnda propagation est illustré par
I'organigramme de la figure 3.2.
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K,=-20,K,=-44.9,K,=-5.83,K,=0.5
Ks =6.55, Ke =0, KCLUTTER =0
v
Ajuster K, pour annuler la corrélation entre
I'erreur modele elog(d)

v

Ajuster K pour minimiser I'écart type

\ 4

Non Ecart type

minimisé

Ajuster K, pour minimiser I'écart type
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Ajuster K ,pour minimiser I'écart type

Non Ecart type

minimisé

Modifier K, yrrer K 3poUr minimiser 'erreur moyenne

v

Fixer la fonction de pondération et la distante
de calcul deK | 1rer
Le choix est pour minimiser I'écart type

Non Ecart type

minimisé

A

Ajuster K, pour minimiser I'erreur moyenne

v

Nouvelles valeurs d&, , K, , K, K, , K, K et K¢ jrrer

Figure 3.02: Organigramme du deuxiéme exemple de calibrage atiela
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Dans les deux cas, les valeurs obtenues pourffésetits coefficients du modele devraient rester

dans les intervalles donnés dans le tableau sui2hnt

Coefficients K, K, K, K, Ky Ke Kewrrer
> -70 | -20 0 0 0 -20
< -20 50 -0.8 -10 20

Tableau 3.04: Valeurs affectées aux différents coefficients apatibrage

Il est ensuite vivement conseillé de tracer I'errdu modele par rapport aux mesures et de
s’'assurer que la répartition des erreurs est biemolgéene. Si des erreurs systématiques
apparaissent pour certaines configurations de rassune analyse plus fine s’impose.
Trois causes peuvent étre identifiées :

* Probléme de mesures,

* Probléme au niveau des données terrain,

» Coefficient du modéle conduisant pour certainasasitns a des valeurs aberrantes.

Avec ce type de modéle, il est possible de calilmles modéles sur une large gamme de
parametres. Le domaine de validité du modeéle @ldst conditionné par les mesures utilisées

avec les limites données dans le tableau ci-dessous

Identifiant du parametre Paramétre domaine de validité

f fréquence (MHz) 50 < f <2000 MHz

h, Hauteur de I'antenne de la statjoiveau moyen des toits ¢ k 100 m
de base (m)

h, Hauteur de I'antenne mobile (m 1548100m

d Distance 100 m <d <100 km

Tableau 3.05: domaine de validité du modéle calibré
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3.6 Parametres et facteurs de corrections du modele

3.6.1 Parametres du modéle

3.6.1.1. Méthodes de calcul de la hauteur effectigatenne d’émission

La hauteur effective de I'antenne d’émission estsée donner une information quantitative sur le
dégagement de I'antenne d’émission par rapportiais®on considéree.

Les méthodes proposées dans PLANET concernentsexetoent le dégagement par rapport au

terrain. Cing familles de méthodes sont proposées galculer la hauteur d’antenne d’émission:

a. La méthode Base Ht
La hauteur du point central de rayonnement dediame d’émission par rapport au sol est définie
par [2]:

H. =h, (3.4)
Dans ce cas, le calcul est élémentaire et dondeapar contre il tendra a limiter la précision du

modéle. En outre, I'utilisation de cette méthodecale modéle de standard de propagation devient

problématique car les coefficienks, et Iog(Heﬁ) deviennent tres difficiles a ajuster lorsque peu

de sites de mesures sont disponibleg((H,; ) varie trés peu).

b. La méthode Spot Ht

L’expression de la hauteur effective de I'anteni@nission est donnée par [2]:

Heff :{hb + hob_ hom Si hob 2 hom

hb Si hob < hom (35)

avec :

h,, est l'altitude du pied de I'antenne d’émission orég par rapport au niveau de la mer.

h,,, est I'altitude du pied de I'antenne mobile mesyaerapport au niveau de la mer.

c. La méthode Average

Pour la méthodAveragela hauteur effective de I'antenne d’émission agrienée par [2]:
Heff = hb + hob - homoy (36)
ou h est la hauteur moyenne du terrain par rapportigean de la mer calculée sur toute la

omoy

zone de prédiction.
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Cette valeur est calculée une fois pour la stadi@rbase (son calcul est donc rapide) par contre,

son utilisation est délicate avec le modele SPMPUANET car les coefficientX, et K,
deviennent trés difficiles a ajuster lorsque peu slt'es de mesures sont disponibles

(log(H, ) varie trés peu).

d. La méthode Slope

La hauteur effective de I'antenne d’émission estreée par [2]:

Hy =h,+h,—h —h, + Kd (3.7)
ou d est la longueur de la liaison & la pente du terrain calculée sur une distadgce
paramétrable a partir du mobile dans la directienl’dmetteur (droite de régression sur les

hauteurs calculée suk)

ds

A
v

Heff

Pente de la droite : K

Figure 3.03: calcul de Hy par la méthode de la pente.

e. La méthode Profile

Dans cette méthode la hauteur effective de I'argeti@mission est exprimée par [2]:
Heﬁ = hb + hob _< h0> (38)
ou <h0> est la hauteur moyenne du terrain par rapporivaan de la mer calculée sur une portion

du profil de la liaison.

Trois modes de paramétrage de cette distance sqpages :
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« Méthode CCIR:(h,) calculé de 3 & 15 km en partant de I'émetteur damtirection du

mobile.

* Méthode d’Okumura<h0> calculé de 0 a 15 km en partant de I'émetteur tdgection

du mobile.

«  Défini par I'utilisateur :(h,) calculé entre deux points du profil fixés parilisateur.

Les paramétrages en distance du CCIR et d’'Okumuitraét@ définis pour la modélisation de la
radio diffusion ; ils sont peu adaptés pour la ntigdéion des mobiles. Un paramétrage par
I'utilisateur est donc recommandé, une valeur dedfe du rayon moyen de la cellule divisé par
deux constitue un bon compromis.

Si de nombreuses méthodes de calcul de la haufegtiee de I'antenne d’émission coexistent,
c’est que, premierement, la mise au point d’'upéehmetre est en général purement empirique, et
que les situations pour lesquelles il est adapté Ignitées. Ainsi,BaseHtest universel mais peu
précis,SpotHtne sera pas adapté pour les zones montagneusgsddiémetteur est trés dégagé,
AverageHtpeut étre utilisé lorsque I'émetteur est bien dég@ttention H_, peut étre négatif),
Slope ne devra étre utilisé que sur les terrains dnmabon relativement constante. Enfin les
méthodesProfile doivent donner de bon résultats sur les terraagerement vallonnés lorsque

I'émetteur est bien dégagé (attentioH ;, peut étre négatif).

3.6.1.2. Méthodes de calcul de la hauteur effectigatenne d’émission vue du mobile
C’est tout simplement la différence d’altitude entes points centraux de rayonnement des
antennes de réception et d’émission. La hautdectefe d’antenne d’émission vue du mobile est
alors exprimée par [2]:

H.«=h,+h,—-h,—h, (3.9)
La prise en compte d'un tel paramétre dans le neodtdndard de propagation (a traves$

risque de conduire a des prédictions aberranteguerle relief est Iégérement accidenté.

3.6.2 Facteurs correctifs
Les performances du modéle d’Okumura Hata, de fedte de NTT ou éventuellement du

modele standard de propagation peuvent étre a@ésavu ajustées en utilisant un ou plusieurs
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facteurs correctifs proposés ci-dessous. Sauf orerdontraire, ces facteurs sont soustraits de
I'affaiblissement calculé par le modéle d’originls §ont ajoutés a la puissance regue).

On peut remarquer que, l'utilisation de ces fadeawec le modele standard de propagation n’est
théoriquement pas nécessaire mais est possibl€utiisateur décide d’ajouter I'un de ces
facteurs dans le modele général, la procédure st&apent doit étre reprise a zéro. Le facteur ne
doit étre maintenu que si I'écart type global dudéle avec la correction est plus faible que I'écart

type global du modéle sans ce facteur correctif.

3.6.2.1. Facteur de correction de la hauteur édfectantenne

Ce facteur de correction est exprimé par [2]:

H, =A(log(Hy))* +Blog(H,, )+ C (3.10)
LPiotar = LP mouer = H
avec :
d (km) A B C
1 0.5131 11.68 -23.32
3 0.2433 14.42 -27.31
5 0.3690 15.60 -29.94
10 0.5457 17.75 -34.66
20 2.568 11.89 -30.61
40 4.289 7.019 -27.66
70 4.225 4.830 -23.23

Tableau 3.06: Valeurs des coefficients en fonction de la distance

Et les valeurs intermédiaires sont déduites parpatation linéaire.

Sur la figure 3.04 on a illustré I'effet de factetmrrectif H,, (m) en fonction de la hauteur

effective d’antenne d’émission dans le cas du nedEOkumura Hata. On peut voir que ce

parametre tends a augmenter la prise en comptd gepar rapport a la formulation d’Hata.

L'utilisation d’'un tel facteur correctif est reconamdée en zone urbaine dense ou lorsque la

hauteur de I'antenne d’émission est voisine del#dur moyenne des toits environnants. Lorsque
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les hauteurs de sursol sont utilisées lors du tdewiffraction multiple dans le modele général,

I'intérét de cette correction devient moindre.

FACTEUR DE CORRECTION DE LA HAUTEUR EFFECTIVE ANTENNE
190 .

T T
—— Affaiblissement du modele
—— Affaiblissement total

180

170

160

Af(cB)

150

140

130

120 i H H H
0 20 40 &0 80 100
Heff(im)

Figure 3.04: Influence de la hauteur effective d’antenne,

I'affaiblissement étant calculé avec la formuléldta.

3.6.2.2. Facteur de correction des irrégularitétedain

On exprime ce facteur de correction par [2]:

K, =-5.180 log(A )" + 3.538l0¢A J+ 3.1( (3.11)

LPiotar = LP moae = K

ou Ah est un parametre défini par 'UIT-R servant a cemaser le degré d’irrégularité du terrain.

Ah est égal a la différence entre 90% et 10% de latimm de répartition des hauteurs le long du
profil de terrain partant de I'émetteur dans ladiion du mobile, la fonction de répartition étant

cumulée sur une distance X paramétrable.

10% Al -
Ah W

v

¥ 3

X
Figure 3.05: Calcul deAh
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La distance X peut étre paramétrée de trois fagons
* Méthode d’Okumura: partant de I'émetteur et sur distéance de 15 km dans la direction
du mobile.
* Méthode CCIR: de 10 a 50 km dans la direction dbilao
* Mode manuel: l'utilisateur fixe lui méme les pointle départ et d'arrivée (Il est

recommandé d’utiliser des distances relativemepbiantes >10 km).

Cette correction ne s’applique que Ah>20 et s’il y a au moins trois ‘pics’ sur la section

considérée.
On peut voir sur la figure 3.06 que ce facteur exctif est toujours négatif ; il correspond a une

augmentation de l'affaiblissement de propagaticecde vallonnement.

FACTEUR. DE CORRECTION DES IRREGULARITES DU TERRAIN

Kh(dg)

-18
0
h(m)

Figure 3.06 Facteur de correction des irrégularités du terrain

3.6.2.3. Facteur de correction fine des irrégudardu terrain

an_y,
2 .
K | &&— si Ah>10m
Ky (point d'ondulatio={ "| Ah (3.12)
2
0 si Ah< 10m

LPiowar = LP mogei— K 1 (PoINt d’ondulation)
avec :

i 3.13
Ky =-1.4191( lodA 1))" + 14.0544.Idg\ ) 10.7. 349
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A—zh—h : hauteur du point d’'ondulation au niveau médianetrain le long du profil estimé sur la

distance X.
Cette correction n’est appliquée gu’au sommet d'emliéne ou dans le fond d’'une vallée (points

d’ondulation du terrain).K,. (point d’ondulation) est positif au fond d’'une K& (ce qui
représente un gain sur le champ recu) et négasbeumet d’'une colline. On peut avoir une idée
de I'amplitude de la correction a partir de la figu8.07 sur laquelle on a tracé I'évolution du

facteur multiplicatifK ., en fonction deAh .

FACTEUR DE CORRECTION FINE DES IRREGULARITES DU TERRAIN
1 6 T T T

Khftck)

0
10 60 110 160 210
h(m)

Figure 3.07 Facteur de correction fine des irrégularités duaén en fonction deAh

3.6.2.4. Facteur de correction de l'inclinaisornteiuain
Ce facteur n’est calculé que dans les cas de Mé&ibia pente du terrai est estimée par un
ajustement a l'aide de la méthode du moindre caurde profil de terrain en partant du mobile et

sur une distance de 5 km dans la direction de ft&me L'angle correspondant est déduit par la

formule : 8, =17.4532arctafi f exprimé en m.rad.

Le facteur correctif est ensuite calculé p8w 6, < 20 m.rad a I'aide de la formule [2]:

2 (3.14)
Ky, =A6,,+B.6 +C (dB)

pour les autres valeurs & K, =0.

Lptotal = Lp model+ K Sp

80



avec:

d (km) A B C
> 60 -0.009411 0.7620 0.22
=30 -0.013400 0.6313 -0.63
<10 -0.002394 0.2057 0.12

Tableau 3.07: Valeurs des différents coefficients

Les valeurs de A, B et C pour des distances coempresitre 10 et 60 km sont déduites par

interpolation linéaire.

FACTEUR DE CORRECTION DE INCLINAISON DU TERRAIN
12 T T

— distance d > 60 km
— distance d = 30 km
10 H — distance d < 10 km

Ksp(dB)

|
o} 5 10 15 20
theta(m)

Figure 3.08: Facteur de correction de l'inclinaison du terrain énction de©,,

3.6.2.5. Facteur de correction pour les trajetstimaas

On distingue les cas ou une étendue d’eau estdnpté de I'émetteur ou du récepteur. Dans les

deux cas, le facteur correctif s’exprime sous fanfo[2]:

K.,=A.p*+B.3+C (dB) (3.15)

Lptotal = Lp model K SE
avec [3: rapport de la longueur de I'étendue d’eau ramenéa longueur totale de la liaison,

exprimé en %. (Ce parametre est calculé coté mebitété émetteur).

et on a c6té mobile :
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d (km) A B C
> 60 -0.001191 0.2620 0.27
<30 -0.000789 0.1868 0.06

Tableau 3.08: Valeurs des différents coefficients c6té mobile

et coté émetteur :

d (km) A B C
> 60 0.000454 0.1143 0.27
<30 0.0005795 0.06893 -0.09

Tableau 3.09: Valeurs des différents coefficients c6té statiobhalee

Les valeurs de A, B et C pour des distances coepreitre 30 et 60 km sont déduites par
interpolation linéaire.

Sur la figure 3.09, on peut voir que le facteurredtif tend a diminuer I'affaiblissement
lorsqu’une étendue d’eau se trouve a proximité el’'das extrémités de la liaison. Cela traduit le
fait que dans ce cas, I'extrémité en question égagée. De fait, il est logique de constater que ce

facteur correctif est plus important lorsque I'est du c6té du mobile que du coté de I'émetteur.

FACTEUR DE CORRECTION POUR DES TRAJIETS MARITIMES
T

18 T

T T
—— coté mobile, distance d > 60 km :
16 H —— coté mobie, distanced = 30km  [----------- Femem s

—— coté émetteur, distance d = 60 km :
—— coté émetteur, distance d < 30 km [------------ R e

14

12 fommm e R L L L LR R Rt

Y R E— P - e

Kse(dB)
4]

Figure 3.09: Facteur de correction pour les trajets maritimesfenction du pourcentage d’eau

au voisinage du mobile et de 'émetteur.
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3.6.2.7. Facteur de correction pour les zones balmes

Le facteur correctif s’exprime sous la forme [2]:
1 2
K =2(Iog(§sfjj +5.4 (dB) (3.16)

Lptotal = meodel_ K suk
Ce facteur correctif a été proposé par Hata paustej sa formule sur les courbes d’Okumura

dans les zones suburbaines.

3.6.2.8. Facteur de correction pour les zones d&sgag

Le facteur correctif s’exprime sous la forme :

K open =4.78( log( f))* - 18.33l0d )+ 40.9 (dB) (3.17)

open

Lptotal = Lp model K oper

Ce facteur correctif a été proposé par Hata paustej sa formule sur les courbes d’Okumura

dans les zones dégageées.

3.6.2.9. Facteur de correction prenant en compteaugie du profil
Le facteur correctif s’exprime sous la forme [2]:

Ky =0.0Wh(Ad + BG+ C4+ Dg) (dB) (3.18)

Lptotal = Lp model K im
ou d, : distance séparant l'aréte considérée du mabilerimée en km,

h : la hauteur de I'aréte en m.

Dans le tableau 3.10; dst la distance séparant I'aréte considérée dettéur.

d: (km) A B C D
> 60 0.08492 -1.677 11.47 -30.41
=30 0.06259 -1.280 9.184 -25.19
<10 0.04980 -1.065 8.102 -23.33

Tableau 3.10: Valeurs des différents coefficients pour cette esgion
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Les valeurs de A, B, C et D pour des distances csemp entre 10 et 60 km sont déduites par

interpolation linéaire.
On peut voir sur la figure 3.10 que cette correctidva de sens que pour des valeurs gde d

(distance de I'aréte au mobile) comprises entreeR&km.

FACTEUR DE CORRECTION EN TENANT COMPTE UNE ARETE DU PROFIL
10

T T
— distance d1 > 60 km
— distance d1 = 30 km
— distance d1 < 10 km

-15 |
0 2 4 3 8 10
d2(m)

Figure 3.10: Facteur de correction prenant en compte une arétperdfil.

3.6.2.10. Facteur de correction prenant en comptagurs arétes le long du profil

Le facteur correctif s’exprime sous la forme [2]:
Kike = —0.03107251§: H+ 1.398707¢ (dB) (3.19)

Lptotal = Lp model K mke
avec H, hauteur de l'aréte i, 'ensemble des arétes étaterminé par la méthode de la corde

tendue.

FACTEUR DE CORRECTION EN TENANT COMPTE DES ARETES DU PROFIL
5

Kmke(dB)

200 400 600 800 1000
Somme des Hi(m)

Figure 3.11: Facteur de correction prenant en compte I'enserdekearétes du profil
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On peut voir sur la figure 3.11 que cette correctie s’applique que quand la liaison est obstruée

avec la somme dEl, supérieure a 45 m.

3.6.2.11. Facteur de correction fonction de la iéme batiments

Le facteur correctif s’exprime sous la forme [2]:

20 a<1%
S=120- 3.74.lo§a)- 9.7%. log))” 1%<a<5% (dB) (3.20)
26-19loga) a=5%

LPsotar = LP moger =S

ou o représente la densité d'immeubles au niveau diptégeexprimée en %. L'utilisateur doit
associer une densité de batiments par type de lsustte correction s'appligue pour des
distances comprises entre 2 et 40 km et pour desrgadea inférieures a 40 %. Pour les valeurs
supérieures a 40% la correction est nulle.

Sur la figure 3.12, on a tracé I'évolution de Sfenction dex. On peut voir que quand est
faible, la zone est dégagée, cette correction aduitr par une diminution importante de
I'affaiblissement de propagation. A hautes fréqesnd800 MHz), I'influence de la végétation est
pratiguement du méme ordre que celle des batimehtserait judicieux d’affecter au type de
sursol boisé une valeur non nulle de % de batimédetsnaniére a ce que cette correction

s’appliqgue également dans le cas des zones boisées.

FACTEUR DE CORRECTION FONCTION DE LA DENSITE DE BATIMENTS
25 T T T

20

15

10

5(cB)

o] 10 20 30 40
Alpha(%)

Figure 3.12 Facteur de correction fonction de la densité ddrbéants.
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3.6.2.12. Facteur de correction de la hauteuratgdhne de réception

Le facteur correctif s’exprime sous la forme [2]:

H, =22.92 log h,))’ - 10.2f lo§ k))*+ 10.{6 I4g,h)- 1 (dB) (3.21)

Lptotal = Lp model H r

FACTEUR DE CORRECTION DE LA HAUTEUR DE ANTENNE RECEPTION
70 T T T T T

60

50

40

Hr(dB)

30

20

10

0

10 i i i i ;
0 5 10 15 20 25 30

Figure 3.13: Facteur de correction de la hauteur de I'antenneéleeption

Ainsi le modéle standard de propagation est utils@our tous types de situation mais différents
parametres et des facteurs de corrections du mddélent étre connus pour caractériser chaque
type de terrain et de I'environnement autour dsté&ion de base. Ainsi dans ce chapitre, on a
présenté le modéle standard de propagation aimsdgs exemples de méthodes pour le calibrer
afin qu'il soit utilisable pour un type d’environment donné. Plusieurs parametres et facteurs de
corrections sont aussi évoqués pour qu’on puisise &lapter le modéle a I'environnement de
travail.

Les modéles empiriques de propagation peuventag@ssi calibrés avec des mesures réelles de
I'affaiblissement du signal émis par une statiorbdee en fonction de la distance du mobile par
rapport a cette station de base. Dans le prochpiite qui est la partie simulation, nous allons
présenter des méthodes pour calibrer quelques e®délpropagation qu’on prend pour exemples
et nous allons aussi donner des expressions dmadsles utilisables dans I'environnement de

mesures apres leurs calibrations.
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CHAPITRE 4
CALIBRATION DES MODELES DE PROPAGATION

Un réseau cellulaire requiert une perpétuelle rdigeur qui sera déduite a partir des mesures
réalisées sur le terrain, et ce, afin de garaesr rheilleures performances et s’affranchir des
variations de I'environnement.

Ainsi, il faut s’'intéresser tout d’abord a la r&eotle ces données expérimentales. Ces campagnes
de mesures nous seront toutefois utiles pour lareséibn des modéles de propagations pour qu’ils

soient conformes a notre environnement.

4.1 Objectif de la simulation

Dans ce chapitre, nous allons essayer de trouveexigressions venant des différents modeéles
gue nous avons vus et qui soient utilisables datre mnvironnement de mesure. Ces expressions
seront obtenues en calibrant ces différents moéetes les données réelles de la mesure.

Tout d’abord, nous nous intéressons a la calibmadies modéles empiriques de propagations en
milieu out dooret particulierement pour les cas des milieux urhafour ce, des mesures réelles
ont été effectuées dans le centre ville d’Antananaafin d’avoir des données utiles pour la
calibration des modéles empiriques. Pour les madaigpiriques, nous allons prendre les modeles
bien connus, a savoir, le modele de Hata, CostHA4- et ceux de Walfish-lkegami. Ces
différents modéles sont respectivement traités tesparagraphes 2.1.3.2, 2.1.3.4 et 2.1.3.5 du
chapitre 2.

Nous allons ensuite, avec les mémes valeurs oldete® mesures, appliquer les exemples de
procédures de calibrage du modeéle standard de gabpa qui sont expliquées dans le chapitre 3.
Ceci est dans le but de donner une expressiorafixaodele standard de propagation applicable a

cet environnement de mesure.

4.2 Calibration d’'un modele de prédiction

Les modéles actuels génerent un certain nombreatimil€ pour prédire le signal recu en
n'importe quel point et en tenant compte des phé&mas de propagation. Les algorithmes qui en
découlent se basent sur des données géographiquas pouvoir effectuer les calculs
d’affaiblissement. Enfin, et du fait de la simpidition de I'approche théorique utilisée, il est

nécessaire d’améliorer la précision du modéle pajuster aux situations réelles. Des corrections
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statistiques sont donc effectuées a partir des @emexpérimentales. Ainsi I'élaboration d’un
modele de propagation exige des études pousséesiptenir un modele optimal du point de vue
performances de prédiction (résultats radio caicpidches des mesures radio collectées sur le
terrain). Ce modeéle doit, toutefois, répondre axigences d’exploitation quotidienne du réseau
(exemple : temps de calcul des couvertures de chaaao en temps réel).

L’optimisation d’'un modele de propagation d’ondeslio se fait par une meilleure prise en
compte du milieu géographique (type d’occupatiorsol) en adoptant la démarche suivante :
 Acquisition et utilisation des données géograpbgjappropriées.

* Introduction de nouvelles variables qui carastnt le mieux le milieu de propagation (les
indicateurs morphologiques, qui fournissent desrmftions sur la forme et la structure des objets
géographiques).

* Calcul des coefficients de correction des modsédsn le type d’occupation du sol ou d’autres
données géographiques caractéristiques du milieu.

» Utilisation des données géographiques pour ribreal le modéle de propagation, et choisir
automatiquement (grace au SIG Systeme d’'Informa@@ographique) I'équation de calcul de
I'affaiblissement radio la mieux adaptée au comedographique de la zone d’étude.

De nouveaux modeles de propagation émergent ddmg analyser plus finement les différents
milieux géographiques et les phénomeénes physigeeprapagation a prendre en compte, de
concevoir de nouveaux algorithmes de simulatioresptéfinition des nouveaux paramétres
d’entrée, ainsi que de définir et réaliser des @gnps de mesures spécifiques pour I'optimisation

et la validation du nouveau modeéle.

4.3 Mesures drive test GSM

4.3.1 Outils utilisés pour le drive test

Les collectes des mesures de l'affaiblissementigiat d'une station de base se font par une
opération appelédrive test Les équipements utilisés pourdeve testsont :

» Mobiles a trace: pour les mesures radio qui destmesures numériques. Ces mesures radio sont
possibles a I'aide d’'un logicie,EMS investigationqui est embarqué dans les mobiles.

* GPS :Global position systemll est utilisé pour la localisation géographigdes points de
mesures.

* Logiciel spécial TEMS investigation installé dans un ordinateur pour l'acquisition,

I'enregistrement et le traitement des mesures &réas.
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4.3.2 Méthode pour le drive test

Pour avoir I'affaiblissement du signal émis par staion de base dans une direction donnée et en
fonction de la distance, on utilise un téléphonetgide spécial que la plupart des utilisateurs
nommentTEMS POCKET car il y a le logicielTEMS investigatiorembarqué dans ce mobile.
Pour cela, quand on est pres d’'un site de stagohage donné, on identifie les trois fréquences
ARFCN des trois secteurs de la station de basadi Ide ce mobile, les fréquences ARFCN sont
les fréquences de réception. Aprés les avoir ifiégation fixe la fréquence de réception du mobile
a la valeur de la fréquence ARFCN du secteur augueleut faire la mesure, ceci est pour éviter
que le mobile se connecte a d’autre station de asgelaquelle la puissance regue venant de cette
autre station de base sera meilleurs que cella dation de base considérée. Ensuite, il faut bien
s’assurer que la GPS fonctionne normalement etagudonnées qu’elle fournit sont bien visibles
dans I'option GPS du mobile. Les données que la 8Bt sont les coordonnées en latitude et
longitude du lieu ou le mobile se situe. Ces coondes seront utiles aprés quand on calcule la
distance du mobile par rapport au site de la statebase choisie.

Apres avoir fixé la fréquence de réception et cotthda GPS au mobile, la mesure peut
commencer. On part alors du point le plus proclesipée du site puis on s’éloigne petit a petit.
Toutes les puissances regues par le mobile airsilepicoordonnées des points de la direction
suivie seront enregistrées dans le mobile sousefaenfichier qu'on peut en suite lire avec le
logiciel TEMS investigatiomstallé sur ordinateur. On peut alors obtenirdggance recue par le
mobile en fonction de la distance du mobile papaapa I'antenne de la station de base en faisant
I'analyse des données obtenues.

4.4 Données obtenues apres les mesures sur terrain

Avec les mesures effectuées, on a obtenu les niviawignal recu en fonction de la distance, et
avec ces niveaux de signal recu on a pu extraineiMeau de l'affaiblissement du signal en
fonction de la distance. Les mesures récupérées des données brutes qui nécessitent un
traitement pour lisser les fluctuations rapidesusaous intéressons uniquement aux variations
lentes du signal. Par ailleurs un lissage du sigreauré est indispensable.

Dans notre cas, les mesures ont été faites sgitéssde deux opérateurs téléphoniques différents
a Madagascar, AIRTEL et ORANGE. Ces sites se ditagmentre ville d’Antananarivo. Ces sites

ont été choisis du fait qu’il N’y a pas des pics pguvent obstruer le rayon direct du signal émis
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par la station de base et ceux pour éviter deswams rapides des données pratiques car on va
s’intéresser seulement aux variations lentes cakig

Pour le site dORANGE Madagascar, on a choisi destallés sur le toit du Lycée Jean Joseph
RABEARIVELO en plein cceur de la ville d’Antananariet qui est a peu pres a 15 metres du sol.
La figure suivante illustre la carte qui montrentiglacement du site qui est ici pointé par la fleche
verte. La ligne rouge montre le trajet effectuérpiaire la mesure en partant du coté de rue le

plus proche de la station de base.
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Figure 4.01: Carte montrant le site ’'ORANGE avec le trajet@fié pour la mesure
La courbe suivante (Figure 4.02) représente leltedsdes mesures effectuées sur le site

d’'ORANGE Madagascar aprés lissage et qui est sopéep avec les courbes des modeéles

empiriques choisis correspondant aux caractérissigiu site:
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hgrs =15m
hys =1.5m
f =925MHz

et la distance d varie de 25 métres a 300 meétres
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Figure 4.02: courbes des modéeles théoriques et de la mesute effectuée
sur un site ORANGE Madagascar

En ce qui concerne le site I’AIRTEL Madagascaraaoisi le site qui est implanté sur le toit du
magasin CONFORAMA au centre ville d’Antananarivajet est a peu pres a 20 métres du sol.
La carte illustrée par la figure 4.03 montre I'eagq@ment du site qui est pointé par la fleche verte

ainsi que le trajet effectué pour faire la mesigigracé par la ligne rouge.
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Figure 4.03: Carte montrant le site d’AIRTEL avec le trajet eft& pour la mesure

La courbe suivante illustre la superposition dedarbe du résultat des mesures effectuées sur le

site de ZAIN Madagascar aprés lissage avec lesbesudes modeéles empiriques choisis
correspondant aux caractéristiques du site:

hgrs = 20m
hys =1.5m
f =935MHz

et comme la mesure précédente la distance d vai2& anetres a 300 metres
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Figure 4.04: courbes des modeles théoriques et de la mesute effectuée

sur un site d’AIRTEL Madagascar

On voit bien ici que pour les deux mesures, le rfeode Walfish-lkegami est ce qui s’ajuste au

mieux des valeurs réelles, vient en suite le modelklata et enfin le modéle Cost 231-Hata.

4.5 Calibration du modele de propagation

La calibration du modéle vise a I'adapter au milikétude. En fait, la définition d’'un modele de
propagation donné se fait par rapport a I'environeet d’origine.

Il existe en fait diverses méthodes de calibratitumt on distingue deux principales :

L’'une consiste a ajouter, a I'expression origindle modéle, une variable aléatoire qui traduit

I'erreur de I'estimation [23]:

chalibré = Lp théorique+ E (41)

L’autre, cherche a minimiser I'écart type, et ceeaprimant I'équation des pertes a l'aide d’'un
systeme linéaire. Nous optons pour la méthode dadr®carrée car elle est plus sophistiquée et
plus précise.

Pour la procédure de la calibration, le but esmél@miser I'écart type des données théoriques et

des données réelles [23]. L’'expression de I'égaue €St donnée par:

(4.5)
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L’erreur moyenne a pour expression:
1 N
emoy = NZ( meesurés_i_ Lp prédite)l (42)
i=1
avec N : nombre total des points de mesures

1P, esures - Valeurs réelles mesurées au point i

1P, eare i - Valeurs théoriques correspondant au point i

L’objectif est donc de minimiser la valeur de I'éctype qui décrit la distribution de l'erreur
autour de I'erreur moyenne.

Apres calcul de I'erreur moyenne et de I'écart tgles données numériques des mesures réelles,
les tableaux ci-aprés montrent que les trois mededesidérés sont loin de prédire la couverture
sur ce milieu, en effet il existe un grand écatteeles mesures réelles et le modéle.

Le tableau suivant montre les valeurs des diff@®mireurs des trois modeles de propagations

considérés par rapport aux données des mesurtssreel le site ORANGE Madagascar [24]:

Parameétres Hata Cost 231-Hata Walfish-lkegami
Erreur moyenne -32.9959 -65.6386 -25.0843
Ecart type 9.5671 9.5671 8.8335

Tableau 4.01: Résultats donnés par des modéles avant le calitmage la mesure réelle
sur un site dORANGE Madagascar
Pour 'autre mesure, on voit aussi sur le tablesivasit que les trois modeéles de propagations

considérés sont loin de prédire la couverture dansilieu.

Parametres Hata Cost 231-Hata Walfish-lkegami
Erreur moyenne -28.2058 -60.9316 -20.4601
Ecart type 10.0085 10.0085 10.4606

Tableau 4.02: Résultats donnés par des modeéles avant le calibaage la mesure réelle
sur un site d’AIRTEL Madagascar

A cet effet une opération de calibrage et d’affieetrdoit étre effectuée sur les différents modéles
de propagation pour les rendre exploitables sumliisux de mesures. La méthode de calibrage
94



qui a été adaptée pour les modéles de propagaiopsiques consiste a calculer I'écart entre les
mesures réelles et les valeurs données par ledesaiius ses formes initiales, puis minimiser cet
écart par la méthode de moindre carré.

Pour les différents modéles considérés, la forméaéfaiblissement théorique est donné par:
Lp=a.log( d+ k (4.6)

ici, comme on a mesuré I'affaiblissement du sigerlfonction de la distance du mobile par

rapport a la station de base, alors la seule Var@insidérée est la distance d.

Le probleme de calibrage consiste a trouver le leo(a,b) optimale qui minimise I'erreur

quadratique moyenne entre I'affaiblissement mesyy¢ et I'affaiblissement theoriquk .
Lp, =a.log(d)+ k
Lp, =a.log( d,)+ b

4.7)
Lp, =a.log(d,)+ &
Sous forme matriciel ce systeme est équivalent a:
A, =M.U (4.8)
oU A, =(LyL,.....,L)", U=(a,b)" et M la matrice d’observations :
log(d,) 1]
log(d,) 1
M= : : (4.9)
log(dy) 1

SOit A s = (LP mestLP mesz+ LP mesﬂ, le vecteur des affaiblissements réels qui cooedent aux

N distances choisies. L'erreur quadratique moyesstgA . —A th)2, notre objectif est de réduire

le maximum possible cette quantité.

En =(AnemA ) =(A A JA A ) = . MU)QA MU)  (4.10)
en écrivant% =0
du

nous obtenons I'ajustement cherché, soit [23]:
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Up=(M"M*)MTA (4.11)
L'affaiblissement calibré est alors :
chalibré =M.U opt (412)
Avec les nouvelles valeurs des affaiblissemepts., on aura les nouvelles expressions
correspondantes aux N valeurs de la distance :
chalibré_1: a. |Og( d]) + t
LPeaine 2= 2-l0g( d,)+ b
fore-2 (d) (4.13)
challbre N =a. |Og( d ) t

En généralisant, on aura

4.14
chalibré_n = a'Yn+ b ( )

avecY, =log(d,) eticinprendlavaleurde 1, 2, ...,n

Aprés avoir calculé les valeurs des affaiblissesentibrés, on peut trouver la nouvelle valeur du
couple (a,b) par les expressions [25]:

_ COV( L Peaiibre_n» Yn)

Var(v ) (4.15)

b= E( LPsaiere o)~ 2-E Y,) (4.16)

E(LPeaire o) €LE(Y,) sont respectivement les espérances mathématiques, g, et deY,:

ré_n

( chahbre n) z Lp calibré _i (417)
_ 1 N
"N ; (4.18)

aveccov( LPeaiiore nr Y ) est la covariance dip etY,, qui a pour expression :

n calibré _n

N
COV( L Peaiibre_ns ¥ n) %2( LP caibre 1 ) E( Lp calibré_) -E( Y ) (4.19)
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4.6 Modéles obtenus apres calibrage
Apres avoir appliqué ces différents étapes de taox premiéres mesures effectuées, nous
obtenons le couple (a,b) :

a=12.526¢

b=127.343¢
Avec ces valeurs on peut proposer des nouvelleessipns pour les modeles de Hata, Cost 231-
Hata et ce de Walfish-lkegami qui corresponderd enitieu de mesure.

Pour le modéle de Hata :

Lp, =7,4773+ 26,1610 J- 13,82Idg )~ (a,b)+( 30,2643 68 hy,s))log(d (4.20)

Modele Cost 231-Hata :
Lp, =—45,3853+ 33,9lo§ J- 13,8210 i)~ (ab)+( 30,2643 6&G(h,s))log(d (4.21)

Modele de Walfish-lkegami en visibilité directe:

Lp, =-9,2520+ 12,5266l0f Jd+ 20Idg) (4.22)

En tracant ces différentes expressions, on ohbgsntourbes suivantes en les superposant avec les
valeurs réelles.
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Figure 4.05: courbes des modéeles théoriques aprés calibrage lavmesure réelle

Pour les trois modéles considérés, la courbe obtast la méme car ils ont subi la méme

procédure de calibrage.
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Parametres Hata Cost 231-Hata Walfish-lkegami

Erreur moyenne -3.57.10° -3.57.10° -3.57.10°

Ecart type 1.7401 1.7401 1.7401

Tableau 4.03: Résultats donnés par des modéles apreés le calitmage la mesure réelle
sur un site ORANGE Madagascar

Avec les données de ce tableau, on voit bien gespe calibrage des modeles, ces modeles
s’approchent de la réalité car les différentesuesreaont minimes. Ici comme les modéles ont été
calibrés avec la méme procédure, les nouvellesiksabies erreurs sont les méme pour les trois.

Pour la seconde mesure, la procédure de calibrstgla enéme que celle de la premiére. Aprés

calibrage des modeles choisis, les nouvelles valduicouple (a,b) sont données par :

a=10.126-
b=127.414¢

Avec ces valeurs nous pouvons obtenir les nouvekgsessions proposées pour les modéles de
Hata, Cost 231-Hata et ce de Walfish-lkegami quiespondent a ce milieu de mesure.
Pour le modele de Hata :

Lp, =11,2425+ 26,16l0f) f- 13,82Iqg:h)- (au)+( 29,7484 6eEf{hgs))log(d) (4.23)
Modele Cost 231-Hata :

Lp, =-45,3146+ 33,9l0§ J- 13,82Idg ) - (ab)+( 27,8641 668(hy))log(d (4.24)
Modele de Walfish-lkegami en visibilité directe:

Lp, =-9,1813+ 10,1264l0f J+ 20Idg) (4.25)

Apres avoir tracé les courbes correspondantes tigisexpressions, on a les courbes sur la figure
(4.04) qui est la superposition des courbes deshasdalibrés avec celle de la mesure réelle.
Ici comme pour la premiere mesure, les courbes lesntnéme pour les trois modeéles pris en

compte car ils ont été calibrés avec la méme méthod
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COURBES DES AFFAIBLISSEMENTS THEORIQUES ET REEL APRES CALIBRAGE
125 T I T T T
#+ Affaiblssement réel : :
+  Affaiblissement théorique |! | ; i
120 ="+ T R e R a
: : : ‘ : o
; ; ; ; .
DL E— o ORI SRS SO I —
= | | i 3 Wﬁﬁ%ﬁ‘&
) : ‘ .
=2 : : : 44 :
=i § (1] SR R +_,—_+-od-++**¢ ---------- -
= : : :
' ' A ¥ :
5 : : ++++++w*¥# : :
& : e : :
5 105p---meeeeee Fommmeeees e B R SO T
= : e : : :
=< : atied : : :
100 f--oeooeeo- TR R e R 1
+* !
4 ' : ; ;
95 -, PRl SRR St e T
L ! : ‘ :
+ : : ; :
0 - | | | | |
0 50 100 150 200 250 300
Distance (m)

Figure 4.06: courbes des modeles théoriques apres calibrage lavmesure réelle

Apres le calibrage des modeles, les nouvelles valdes différentes erreurs des trois modeles par

rapport aux valeurs mesurées sont montrées daaisléau (4.04).

Parametres Hata Cost 231-Hata Walfish-lkegami
Erreur moyenne -1.9.10° -1.9.10° -1.9.10°
Ecart type 2.3062 2.3062 2.3062

Tableau 4.04: Résultats donnés par des modéles aprés le calitaage la mesure réelle sur
un site d’AIRTEL Madagascar

4.7 Calibrage du modéle standard de propagation

Pour la suite, nous allons appliquer la procéderealibrage du modéle standard de propagation
décrit dans le paragraphe 3.3 du chapitre 3 et pl@sisément a l'aide des deux exemples de
calibrage du modéle des paragraphes 3.4 et 3.5émuenchapitre avec les données des mesures
réelles. Le but est donc de trouver une expresgidon peut utiliser dans notre environnement de
mesure a l'aide de I'expression générale du mastaledard de propagation.

99



4.7.1 Affectation des valeurs par défaut aux coeiints du modéle
Nous avons vu dans le chapitre précédent que @dibrer le modeéle standard de propagation, et
pour les deux exemples cités, on affecte aux @iffisr coefficients de I'expression générale du
modeéle les valeurs par défaut, qu’on trouve icisdartableau 4.05:

K, K, K, K, K. K,
20 449 | 583 | 05| -655 0

Tableau 4.05: valeurs par défaut affectées aux différents caeffts du modéle

4.7.2 Calibrage du modele avec la premiére mesure

4.7.2.1. Utilisation de la premiere méthode

Pour la premiére mesure, effectuée sur le sitéogénateur téléphonique ORANGE Madagascar,

et dans la direction de la mesure, il N’y avait gas pics qui peuvent générer des pertes par
diffraction au signal émis par la station de baseliaison peut étre considérée comme a visibilité

directe.

Aprés avoir affecté les valeurs du tableau 4.05caefficients de I'expression générale de la perte
de propagation du modele (expression 3.2 du clea@jr la superposition de la courbe de

I'expression obtenue avec celle de la mesure réstleracée dans la figure 4.07.
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Figure 4.07: Courbe de la premiére mesure réelle et théoriquantalibrage
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Nous obtenons aussi les valeurs des differentesirsrientre les données théoriques et données

réelles ainsi que I'écart type.

Parameétres Modéle standard de propagation
Erreur moyenne -48.9976
Ecart type 9.5671

Tableau 4.06: Valeurs des différentes erreurs et écart type acalibrage

Apres avoir appliqgué la procédure de calibrage dragraphe 3.4 du chapitre 3, c’est-a-dire,
ajuster un par un les valeurs des différents aneffts du modele jusqu’a obtenir une erreur
moyenne et un écart type le plus faible possibleedas données théoriques et données réelles, les
dernieres valeurs des coefficients obtenues sontrges dans le tableau 4.07.

Comme la liaison est considérée comme a visilditécte, la valeur de la perte par diffraction de
I'expression générale est prise égale a zéro. Aussime on avait fait la mesure dans le centre

ville d’Antananarivo, la valeur d& . e €St prise égale affectée a zéro qui est la valeur d

K cLurer COrrespondant en milieu urbain (Tableau 3.01). €qu concerne le gain de I'antenne,

il est fixé & 18 dBi.

K, K, K, K, K. K,
29 | -30.3 | 3241] 05| -656 0

Tableau 4.07 Valeurs des coefficients du modéle obtenu aprésrage

L’expression du modéle standard de propagation sapralibrage correspondant a cet

environnement de mesure est donc :

Lp=-47+30,3lod J+ 32,41lof H)- 6,56Idg &) .I¢g) (dB) (4.26)

En tracant la courbe correspondante, on voit bie® la courbe est bien corrélée a celle des

données réelles :
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Figure 4.08: Courbe de la premiere mesure réelle et théoriques calibrage
Cette corrélation est aussi mise en évidence datableau 4.08 qui montre que les valeurs des

différentes erreurs ainsi que I'écart type entsedeux données sont minimises.

Parameétres Modéle standard de propagation
Erreur moyenne 0.0030
Ecart type 1.7401

Tableau 4.08: Valeurs des différentes erreurs et écart type apatibrage

On peut alors conclure qu’on arrive bien a calibiexpression générale du modele standard de

propagation avec les mesures réelles en utilisgttd premiere méthode.

4.7.2.2. Utilisation de la deuxieme méthode

Pour la deuxieme méthode, comme celle de la premn&us affectons les différents coefficients
de I'expression générale aux valeurs du tabledbl £0bien entendu, on aura les mémes courbes
que celle de la figure (4.05), et les mémes valdes erreurs et écart type du tableau (4.06), sauf
gue nous allons utiliser une autre procédure dbregle du paragraphe 3.5 du chapitre 3.

Pour cette autre méthode, le but est le méme que lpopremiere, c’est-a-dire, réduire au
maximum l'erreur moyenne et I'écart type entre teminés réelles et théoriques. Et comme

précédemment, la valeur d&. ;er €St prise égale a zéro qui est une valeur correlspa au

milieu urbain, et c’est bien notre cas ici. Ladam est a visibilité directe, donc, la valeur dege
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par diffraction est aussi égale a zéro. Le gainl'detenne est aussi fixé a 18 dBi comme
précédemment.

Aprés avoir suivi les différentes étapes de cettexibme méthode de calibrage, les valeurs des
différents coefficients qui minimisent I'erreur nenyne et I'écart type sont données par le tableau
4.09.

Kl KZ K3 K4 KS
20 -349 | 1432 -05| -8.26 0

Tableau 4.09: Valeurs des coefficients du modéle obtenu apréisrage

Et voici I'expression théorique correspondantevageurs :
Lp=2+34,9lod d+ 14,32lof K)- 8,26ldy Ks) .I4g) (dB) (4.27)

En tracant la courbe de cette expression avec deledonnées réelles, on aura les courbes

suivantes :
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Figure 4.09: Courbe de la premiére mesure réelle et théoriqueéspalibrage

En observant les figures (4.08) et (4.09), nousargoons qu’avec les deux méthodes de
calibrage, on obtient les mémes résultats.

L’erreur moyenne et I'écart type sont aussi minésientre les deux données.
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Parametres Modele standard de propagation

Erreur moyenne 0.0097

Ecart type 1.7401

Tableau 4.10 Valeurs des différentes erreurs et écart type apadibrage

Cette deuxieme procédure de calibrage est aussaedf que la premiéere, elle nous a permis

d’obtenir une expression théorique utilisable dastse milieu de mesure.

4.7.3 Calibrage du modele avec la deuxieme mesure

Pour la deuxieme mesure, comme pour la premieseydieurs des coefficients de I'expression

générale sont indiquées dans le tableau 4.05. Amids affectation, les courbes de I'expression
obtenue et celle des données réelles sont morsneds figure 4.10.

Pour le second site de station de base, il n’ytgas des pics qui peuvent obstruer le rayon direct
du signal dans la direction de la mesure, don@ pégligé les pertes par diffraction. La valeur de

Kcurrer €St aussi affectée a zéro, une valeur correspom@emimilieu urbain. Et finalement, le

gain de 'antenne de la station de base est fik& @Bi.
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Figure 4.10: Courbe de la deuxiéme mesure réelle et théorigaatasalibrage
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4.7.3.1. Utilisation de la premiére méthode

La démarche est la méme que pour la premiére mesge les valeurs de la perte par diffraction

et K. urer €0alisées a zeéro, et le gain de I'antenne de laf&X€3 18 dBi.

Aprés calibrage, les valeurs des différents caeffils qui minimisent I'erreur moyenne et I'écart

des données reelles et théoriques sont données par

K,

K.

Ky

K,

Ks

24

-27.9

36

v

-0.5

-6.56

Tableau 4.11 Valeurs des différentes erreurs et écart type apadibrage

L’expression correspondante est :

Lp =-42+27,9lod J+ 36,7I0f ki) -

6,561dg &) .I¢g) (dB)

(4.28)

La courbe obtenue aprés calibrage est montréeastigure 4.11, elle est superposée avec la

courbe des données réelles.

Affalblisserent (dB)
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Figure 4.11: Courbe de la deuxieme mesure réelle et théoriquesagalibrage

Et pour cette seconde mesure, on voit bien qu'd gussi une corrélation entre I'expression

théoriqgue du modéle standard de propagation aptésage et les données réelles.

Cette corrélation est aussi démontrée dans le aabtel2 qui montre que les valeurs des

différentes erreurs ainsi que I'écart type sonh lorenimes.
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Parametres Modele standard de propagation

Erreur moyenne 0.0352

Ecart type 2.3062

Tableau 4.12 Valeurs des différentes erreurs et écart type apadibrage

4.7.3.2. Utilisation de la deuxiéme méthode
Pour la deuxieme méthode, les valeurs de la peteiffraction et K s SONt aussi prises
égales a zéro et le gain de la I'antenne affedt® @Bi. En suivant la procédure du paragraphe 3.5

du chapitre 3, les dernieres valeurs des coefigidn modele qui minimisent I'erreur moyenne et
I'écart type sont dans le tableau 4.13.

K, K, K, K, K. K,
20 -35.9 | 2044 -05| -951 0

Tableau 4.13 Valeurs des différentes erreurs et écart type apadibrage

L’expression théorique de l'affaiblissement dangren deuxieme environnement de mesure est

alors :
Lp=2-359lod g+ 20,44lof Ks)- 9.51ldg &) .I4g) (dB) (4.28)
Et comme dans la premiere méthode, le résultahalast bien corrélé avec les données réelles.
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Figure 4.12: Courbe de la deuxieme mesure réelle et théoriquesagalibrage
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Comme pour la premiére mesure, Nous pouvons arsgirquer que les résultats obtenus (figures
(4.11) et (4.12)) sont les mémes en utilisant Esxdnéthodes de calibrage.

Les dernieres valeurs des erreurs et de I'écae $gmt dans le tableau 4.14. Et ici, on voit aussi
que les données théoriques et réelles se rappitoapers calibrage.

Parametres Modele standard de propagation
Erreur moyenne 0.0128
Ecart type 2.3062

Tableau 4.14 Valeurs des différentes erreurs et écart type apadibrage

4.8 Comparaison des résultats du calibrage

Les deux tableaux suivants montrent les comparaides valeurs des erreurs et I'écart type des

différents modeles considérés obtenues aprés agétavec les mesures réelles effectuées.

Parameétres Hata Cost 231- Walfish- SPM SPM
Hata Ikegami Methode 1 | Methode 2
Erreur moyenne
-3.57.10° | -3.57.10° | -3.57.10° 0.0097 0.0097
Ecart type
1.7401 1.7401 1.7401 1.7401 1.7401

Tableau 4.15 Comparaisons des valeurs des erreurs moyennesttgge des différents

modeles aprés calibrage avec la premiere mesure

Hata Cost 231- Walfish- SPM SPM
Parametres .
Hata Ikegami Methode 1 | Methode 2
Erreur moyenne
-1.9.10° | -1.9.10° -1.9.10° 0.0352 0.0128
Ecart type 2.3062 2.3062 2.3062 2.3062 2.3062

Tableau 4.16: Comparaisons des valeurs des erreurs moyennesigtigoe des différents
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En observant les données de ces tableaux, on ieoitqu’'apres calibrage des différents modeles
avec les mesures réelles, les valeurs des difssagrreurs ainsi que I'écart type sont a peu pres
les mémes pour tous les modeles. Donc, aprés agdibil y a une corrélation entre ces différents
modéles empiriques et le modéle standard de prtipagat ils se rapprochent avec I'évolution de
I'affaiblissement du signal émis par une statiorbdse dans I'environnement de notre mesure.
Mais lI'avantage de I'utilisation du modele standdedpropagation est pour le calibrage, au lieu
d’utiliser la méthode moindre carrée comme pour desres modeles qui est une méthode
purement théorique, méme si le but est le mémeat de minimiser au maximum l'erreur
moyenne et I'écart type. Pour le modéle standaudlidateur modifie directement les différents
coefficients selon les résultats voulus. Ainsi,stdas coefficients et variables de I'expression
générale du modele standard de propagation pe@mentmodifiés selon I'environnement et le
type de terrain.

Donc, les opérateurs téléphoniques doivent appdesrcalibrages a ses différents modéles selon
les résultats voulus, par exemple, quand ils véuteplanter un nouveau site ou bien contréler la
puissance d’émission des stations de base poudeure stations de base qui émettent avec la
méme fréquence ne s’interférent pas. La raisoredmalibrage est que les modéles de propagation
empiriques sont utilisables que dans I'environnandérigine ou ils ont été élaborés. Mais en ce
qui concerne le modeéle standard de propagatiarly ia pas de modele spécifique prédéfini si ce
n'est qu’'une expression générale qui est utilisgimer tous types d’environnement et aussi
modifiable selon les caractéristiques de I'enviement ou est implanté la station de base.

Pour cette partie simulation, nous avons présentéalibrage des trois catégories de modeéles
empiriques en miliewutdoor, a savoir, Walfish-lkegami, Hata et Cost 231-Hétacelui du
modele standard de propagation. D’abord, on lesngaré avec des données des mesures réelles
gu’'on a effectuées avec deux stations de baseegsitient dans le centre ville d’Antananarivo.
Nous avons pu constater que ces modeles de propaaie correspondent pas assez aux
environnements de notre mesure car les différemtesurs a savoir I'erreur moyenne, l'erreur
moyenne absolue, I'erreur moyenne quadratiqueéetlt type entre les données théoriques et
pratigues sont assez importantes. Mais aprées Btip@rde calibrage, les trois modéles considérés
s’approchent de la réalité et des propositions alevelles expressions pour ces modeles ont été

données.
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» CONCLUSION GENERALE

La modélisation de la propagation est une tachegs&ire lors de la phase de planification des
réseaux radio mobile. L’étude et la modélisationadpropagation dans un environnement radio
mobile a permis de prédire l'affaiblissement degmaux émis par les stations de base que ce soit
en propagation en espace libre ou propagationjétdrenultiples. De ce fait, on a pu mettre en
évidence que les ondes radio vont étre généraleagpendant de la structure de la scene
géographique. Par ailleurs, la caractérisation aleakradio reste toujours le souci majeur des
concepteurs de réseaux mobile. La modélisatiohiest des outils les plus utilisés qui existent
actuellement pour la résolution de ce probléme.elat, plusieurs modeles de propagation
existent notamment les modéles empiriques et lekehas déterministes.

Dans ce mémoire, avant I'étude des modeles de gatipa, la connaissance du phénomeéne de
propagation radioélectrique ainsi que les mécargsteepropagation d’onde tel que la réflexion et
la diffraction sont nécessaires. Ce qui est I'objepremier chapitre de ce mémoire.

Dans le deuxieme chapitre nous avons étudié l&relifts modeles de propagation pour le réseau
radio mobile. Nous avons alors présenté les difitd8renodeles de propagations empiriques en
milieu outdoor, indoor qui sont des modéles statistiques basés sur deéede la dimension de la
mesure. Puis les modéles déterministes qui sonindéegles spécifiques pour chaque site, ils sont
basés sur la connaissance du détail de I'enviroaneet ils fournissent des prédictions exactes de
la propagation du signal.

Puis nous nous sommes intéressés au modele stadwlardpagation qui est un modele pouvant
prendre en compte toutes les situations. Dans geitiee du travail, nous avons proposé des
exemples de calibrage pour que ce modeéle standasdepconvenir a une situation considérée.
Aprés ce calibrage, nous avons pu trouver des rsaldes coefficients de I'équation du modéle
standard de propagation.

Dans la derniére partie qui est la partie simumgtmmus avons élaboré une méthode pour calibrer
guelques modéles empiriques en miletdoorpour que ces derniers puissent étre conformes a la
réalité du centre ville d’Antananarivo. De ce faigus avons effectué des mesures de signal de
quelques BTS dans le centre de ville d’AntanamarAvec les données trouvées nous avons pu

trouver des nouvelles équations pour les modelgsajgmgation qui correspondent a ces données.
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* ANNEXES:

* ANNEXE 1 : Les différents canaux utilisés en réseaucellulaires

Al.1 Les canaux Logiques
Les canaux logiques peuvent étre regroupes ers8eda
- les canaux de diffusiofBCH: Broadcast Channeljui regroupentFCCH, SCHet BCCH sont
des canaux diffusés par le réseau et écoutés pads terminaux (qui sont en mode veille), les
canaux BCH sont simplex
- les canaux de contrdle comm(@@CCH: Common Control ChannelPCH, AGCH et RACH
sont des canaux simplex.
- les canaux de contrdle dédié : DCObe(licated Control ChannglCette famille regroupe les
canaux dédiés SDCCH, SACCH, TCH et FACCH. Une fimicanal dédié est alloué a un mobile

spécifique, ce dernier sera le seul capable d’éenettde recevoir sur ce canal.

Al.2 Les canaux logiques ‘les BCH’
1- Les canaux FCCKFrequency Correction Channel
Les messages émis sur ce canal ne sont pas podiedsmation utile. Tous les bits de tels
messages sont des ‘ 0 ’. Mais ils sont utiles pauorrection de la fréquence des oscillateurs
internes des terminaux. Canal simplex émis uniquéiee DL
2- SCH @ynchronization Channel
Apres avoir corrigé sa frequence, le terminal ¢ synchronisé avec la station de base. C’est le
réle des messages émis sur le canal SCH.
3- BCCH(Broadcast Control Channel)
Les terminaux mobiles en état de veille nécessjikrsieurs informations a savoir:
- LAl Location Area Identity, LAlI= LAC+MNC+MCC
- BCCH des cellules voisines
- Parametres de contrbles et de sélection
- Option de la cellule (cellule barrée, concenteiquy

« ANNEXE 2 : Mesures Drive test GSM
A2.1 Equipements

1. Mobile(s) a trace: pour les mesures radio (nessoumeériques)

110



2. GPS : Global position system: pour la localmatiéographique des points de mesure

3. Software spécial: pour I'acquisition, I'enregishent et le traitement des mesures récupérées.

Figure AO1 : Equipement Drive Test

A2.2 Exemple de parametres mesurés
Plusieurs parametres peuvent étre obtenus lorsdilive test
— RxLevFull: niveau de puissance recue (en dBmien &n Rxlev unit)
— RxQualFull: traduit la qualité du signal recu.
Codé sur 3 bits (0-7): 0 tres bonne qualité, 7rmasvaise qualité
— TA: Timing Advance: traduit le temps d’avance e&saire pour compenser le temps de
propagation entre le MS et sa BTS (0-63)
— BCCH: ARFCH de la fréquence BCCH de la cellule
— RxFreq: ARFCN de la fréquence de réception,...

— C/l et C/A : rapport signal a interférence

« ANNEXE 3: Code source de la méthode de calibratiodes modeles de propagation en
MATLAB

clc

%Pour le site de Conforama

x=0.025:0.005:0.3;
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reel=[94.1 96 96.2 97 97.5 98 99 99 100 100.3 1001r101.1 101.8 102.3 102.5 103 103.6
103.9 104.4 104.6 104.7 104.9 105.2 105.5 105.810663 106.5 106.9 107.1 107.4 107.8 108.3
108.5108.9 110.2110.7 111.4111.8 112 112.6 18301114.2 114.8 115.1 115.6 116.3 117
117.3118.1118.8119.2 120 120.8];

y=log(x);

M=[y(1) 1,y(2) 1; y(3) L;y(4) 1; y(5) 1; y(6) 1; Y1 1; y(8) 1; ¥(9) 1; y(10) 1; y(11) 1;y(12) 1;
y(13) 1; y(14) 1; y(15) 1; y(16) 1; y(17) 1; y(18)y(19) 1; y(20) 1; y(21) 1; y(22) 1; y(23) 1,
y(24) 1;y(25) 1; y(26) 1; y(27) 1; y(28) 1; y(29)y(30) 1; y(31) 1; y(32) 1; y(33) 1; y(34) 1;
y(35) 1; y(36) 1; y(37) 1; y(38) 1; y(39) 1; y(4D)y(41) 1;y(42) 1; y(43) 1; y(44) 1, y(45) 1,
y(46) 1; y(47) 1; y(48) 1; y(49) 1; y(50) 1; y(51) y(52) 1; y(53) 1; y(54) 1; y(55) 1; ; y(56) 1];
transM=transpose(M);

Mprim=transM*M,;

invMprim=inv(Mprim);

transreel=transpose(reel);

N=transM*transreel,

Uopt=invMprim*N;

Lcalibre=M*Uopt;

transLcalibre=transpose(Lcalibre);

diff=reel-transLcalibre;
somme=sum(diff);
eurmoy=somme/56;
absdiff=abs(diff);
sommeabs=sum(absdiff);
eurabs=sommeabs/56;
carrediff=diff. *diff;
sommecarrediff=sum(carrediff);
eurquad=sqgrt(sommecarrediff/56);
g=diff-eurmoy;

car=g.*g;

p=sum(car);

g=p/56;
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ecarttype=sqrt(q);
W-=transpose(transLcalibre);

cov(W,y);

vary=var(y);

a=cov(W,y)/var(y);

det(a);

ml=mean(transLcalibre);

my=mean(y);
b=mean(transLcalibre)-(12.5266*mean(y));
calibrey=transLcalibre.*y;
moycalibrey=(sum(calibrey))/56;
convar=moycalibrey-(mean(transLcalibre)*mean(y));
vary=((sum(y.*y))/56)-(mean(y)*mean(y));
aa=convar/vary
bb=mean(transLcalibre)-aa*mean(y)
cal=aa*y+bb;

transcal=transpose(cal);

t=25:5:300;

plot(t,reel,'’k*' t,cal,'b+")

grid on

ylabel('Affaiblissement (dB)")
xlabel('Distance (m)")

titte(COURBES DES AFFAIBLISSEMENTS THEORIQUES EEEL APRES CALIBRAGE))

legend('Affaiblissement réel','Affaiblissement tH§ae")

« ANNEXE 4: Code source de la méthode de calibratiordu modéle standard de
propagation en MATLAB
Dans ce code source, les valeurs de K1, K2, K3,KH&4,K6 et Kclutter sont les résultats finals

obtenus en les faire variant selon la méthode sxganigramme de la figure 3.1 du chapitre 3.

clc
d=25:5:300;
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K1=-24,

K2=-27.9;

K3=36.7,

K4=-0.5;

K5=-6.56;

K6=0;

Kclutter=0;

diff=0;

Antgain=18;

L=K1-(K2*log(d))+(K3*log(15))+(K4*diff)+(K5*log(d)* log(15))+(K6*15)+Kclutter-Antgain;
reel=[94.1 96 96.2 97 97.5 98 99 99 100 100.3 10017101.1 101.8 102.3 102.5 103 103.6
103.9104.4 104.6 104.7 104.9 105.2 105.5 105.810663 106.5 106.9 107.1 107.4 107.8 108.3
108.5108.9 110.2110.7 111.4111.8 112 112.6 18301114.2 114.8 115.1 115.6 116.3 117
117.3118.1 118.8 119.2 120 120.8];

plot(d,L,'b*,d,reel,'r*")

grid on

ylabel('Affaiblissement (dB)")

xlabel('Distance (m)’)

titte(COURBES DES AFFAIBLISSEMENTS THEORIQUES EEEL APRES CALIBRAGE)
legend (‘Affaiblissement Théorique','Affaiblisserhegel’)

diff=reel-L;

somme=sum(diff);
eurmoy=somme/56
absdiff=abs(diff);
sommeabs=sum(absdiff);
eurabs=sommeabs/56
carrediff=diff.*diff;
sommecarrediff=sum(carrediff);
eurquad=sqgrt(sommecarrediff/56)

g=diff-eurmoy;
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car=g.*g;
p=sum(car);
g=p/56;
ecarttype=sqrt(q)
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RESUME

Ce mémoire nous a permis de connaitre des modelgsopagation de signal pour les
réseaux cellulaires. Ces modeles permettent dererkaffaiblissement du signal émis par une
station de base en fonction de la distance paorappcette station de base mais aussi en fonction
des environnements du milieu ou elle est implantée.

Nous avons aussi calibré des modeles existants ques le modéle standard de

propagation pour que ces modéles puissent étigalliés dans le centre ville d’Antananarivo.

ABSTRACT

This memory allowed us to know models of signalpaigations for the cellular networks.
These models permit to predict the weakening ofsigaal emitted by a base transceiver station
according to the distance in relation to base trainer station but also according to the
environments of the middle where it is implanted.

We also calibrated the existing models and thedsti@hpropagation model so that these
models can be usable in the center city of Antanama
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